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Abstract. The paradigm of machine intelligence moves from purely su-
pervised learning to a more practical scenario when many loosely related
unlabeled data are available and labeled data is scarce. Most existing algo-
rithms assume that the underlying task distribution is stationary. Here we
consider a more realistic and challenging setting in that task distributions
evolve over time. We name this problem as Semi-supervised meta-learning
with Evolving Task diStributions, abbreviated as SETS. Two key chal-
lenges arise in this more realistic setting: (i) how to use unlabeled data
in the presence of a large amount of unlabeled out-of-distribution (OOD)
data; and (ii) how to prevent catastrophic forgetting on previously learned
task distributions due to the task distribution shift. We propose an OOD
Robust and knowleDge presErved semi-supeRvised meta-learning ap-
proach (ORDER) ‡, to tackle these two major challenges. Specifically,
our ORDER introduces a novel mutual information regularization to
robustify the model with unlabeled OOD data and adopts an optimal
transport regularization to remember previously learned knowledge in
feature space. In addition, we test our method on a very challenging
dataset: SETS on large-scale non-stationary semi-supervised task distri-
butions consisting of (at least) 72K tasks. With extensive experiments,
we demonstrate the proposed ORDER alleviates forgetting on evolving
task distributions and is more robust to OOD data than related strong
baselines.

1 Introduction

Meta-learning [51] focuses on learning lots of related tasks to acquire common
knowledge adaptable to new unseen tasks, and has achieved great success in many
computer vision problems [26,61,27]. Recently, it has been shown that additional
unlabeled data is beneficial for improving the meta-learning model performance
[47,35,36] especially when labeled data is scarce. One common assumption of
⋆ Co-correspondence author.
‡ we use ORDER to denote the task distributions sequentially arrive with some ORDER
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these works [47,35,36] is that the task distribution (i.e., a family of tasks) is
stationary during meta training. However, real-world scenarios are more complex
and often require learning across different environments.

One instance is in personalized self-driving systems [7]. Each task refers to
learning a personal object recognition subsystem for an individual user. The
labeled data (annotated objects) for each user is scarce and expensive, but
unlabeled data (e.g., images captured by their in-car cameras) is abundant.
Learning useful information from these unlabeled data would be very helpful
for learning the system. Moreover, the task distributions are not stationary, as
users’ driving behaviors are different across regions. Assume the learning system
is first deployed in Rochester and later extended to New York. The original
dataset for Rochester may be no longer available when training on New York
users due to storage or business privacy constraints. Similar scenarios occur when
Amazon extends the market for the personalized conversation AI product, Alexa,
to different countries [19,29].

As can be seen from the above examples, the first significant challenge is that
task distributions may evolve during the learning process; the learning system
could easily forget the previously learned knowledge. Second, despite that the
additional unlabeled data are potentially beneficial to improve model performance
[47,35,36], blindly incorporating them may bring negative effects. This is due to
the fact that unlabeled data could contain both useful (In-Distribution (ID)) and
harmful (Out-Of-Distribution (OOD)) data. How to leverage such mixed (ID and
OOD) unlabeled data in meta-learning is rarely explored in previous literature.

In general, these challenges can be summarized into a new realistic problem
setting that the model learns on a sequence of distinct task distributions without
prior information on task distribution shift. We term this problem setup as semi-
supervised meta-learning on evolving task distributions (SETS). To simulate
the task distribution shift in SETS, we construct a dataset by composing 6
datasets, including CIFARFS [12], AIRCRAFT [38], CUB [67], Miniimagenet
[56], Butterfly [16] and Plantae [28]. A model will be sequentially trained on
the datasets in a meta-learning fashion, simulating the real scenarios of evolving
environment. However, at the end of training on the last domain, the meta learned
model could easily forget the learned knowledge to solve unseen tasks sampled
from the task distributions trained previously.

In this paper, we aim to tackle the SETS problem, which requires the meta-
learning model to adapt to a new task distribution and retain the knowledge
learned on previous task distributions. To better use unlabeled data of each
task, we propose a regularization term driven by mutual information, which
measures the mutual dependency between two variables. We first propose an
OOD detection method to separate the unlabeled data for each task into ID and
OOD data, respectively. Then, we minimize the mutual information between class
prototypes and OOD data to reduce the effect of OOD on the class prototypes. At
the same time, we maximize the mutual information between class prototypes and
ID data to maximize the information transfer. We derive tractable sample-based
variational bounds specialized for SETS for mutual information maximization
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and minimization for practical computation since the closed-form of probability
distribution in mutual information is not available.

To mitigate catastrophic forgetting during the learning process, we propose
a novel and simple idea to reduce forgetting in feature space. Specifically, in
addition to storing the raw data as used in standard continual learning, we also
store the data features of memory tasks. To achieve this goal, we use optimal
transport (OT) to compute the distance between the feature distribution of
memory tasks at the current iteration and the feature distribution of memory
tasks stored in the memory. This ensures minimal feature distribution shift during
the learning process. The proposed OT framework can naturally incorporate the
unlabeled data features of previous tasks to further improve the memorization
of previous knowledge. Besides, as the feature size is much smaller than the
raw data, this makes it scalable to large-scale problems with a very long task
sequence.

Our contributions are summarized as three-fold:
– To our best knowledge, this is the first work considering the practical and

challenging semi-supervised meta-learning on evolving task distributions (SETS)
setting.

– We propose a novel algorithm for SETS setting to exploit the unlabeled data
and a mutual information inspired regularization to tackle the OOD problem
and an OT regularization to mitigate forgetting.

– Extensive experiments on the constructed dataset with at least 72K tasks
demonstrate the effectiveness of our method compared to strong baselines.

2 Related Work

Meta Learning [51] focuses on rapidly adapting to new unseen tasks by learning
prior knowledge through training on a large number of similar tasks. Various
approaches have been proposed [56,54,21,22,24,50,5,40,4,39,34,66,69,65]. All of
these methods work on the simplified setting where the model is meta trained on
a stationary task distribution in a fully supervised fashion, which is completely
different from our proposed SETS. On the other hand, online meta-learning [23]
aims to achieve better performance on future tasks and stores all the previous
tasks to avoid forgetting with a small number of tasks. Furthermore, [62,63] has
proposed a meta learning method to solve large-scale task stream with sequential
domain shift. However, our method is different from the previous work in several
aspects. Specifically, (i) we additionally focus on leveraging unlabeled data and
improving model robustness; (ii) we only store a small number of tasks to enable
our method to work in our large-scale setting; (iii) we consider that the task
distributions could be evolving and OOD-perturbed during meta training under
the semi-supervised learning scenario. In summary, SETS is more general and
realistic than online meta-learning and other settings.

Continual Learning (CL) aims to maintain previous knowledge when learn-
ing on a sequence of tasks with distribution shift. Many works mitigate catas-
trophic forgetting during the learning process [37,14,48,68,31,42,20,2,10,3,64].
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Semi-supervised continual learning (SSCL) [33,60,53] is a recent extension of CL
to the semi-supervised learning setting. SETS is completely different from CL
and SSCL in several aspects: (i) our SETS focuses on a large-scale task sequence
(more than 72K), while CL and SSCL are not scalable to this large-scale setting;
(ii) our goal is to enable the model to generalize to the unseen tasks from all
the previous task distributions, while SSCL works on the generalization to the
testing data of previous tasks.

Semi-supervised Few-shot Learning (SSFSL) [47,35,36] aims to gen-
eralize to unseen semi-supervised tasks when meta training on semi-supervised
few-shot learning tasks in an offline learning manner. It assumes that the few-
shot learning task distributions are stationary during meta training. Unlike these
works, we work on a more challenging and realistic setting of evolving task distri-
butions in an online learning manner. Meanwhile, SETS also aims at mitigating
catastrophic forgetting for the previous learned tasks during online learning
process as well, which makes it more challenging and practical to real-world
scenarios.

Table 1: Comparisons among different benchmarks.

Settings CF Unlabeled Few-Shot Unseen Tasks

CL [31] ✓ ✗ ✗ ✗
SSL [11] ✗ ✓ ✗ ✗
CFSL [6] ✓ ✗ ✓ ✗
SSCL [60] ✓ ✓ ✗ ✗
SSFSL [47] ✗ ✓ ✓ ✓

SETS (Ours) ✓ ✓ ✓ ✓

We summarize and
compare different bench-
marks in Table 1, in-
cluding continual learn-
ing (CL), semi-supervised
learning (SSL), continual
few-shot learning (CFSL),
semi-supervised continual
learning (SSCL), semi-
supervised few-shot learn-
ing (SSFSL), and SETS
(Ours) in terms of whether
they consider catastrophic
forgetting (CF), use unlabeled data, few-shot learning, and generalize to unseen
tasks. In summary, our setting is more comprehensive and practical and covers
more learning aspects in real applications.

3 Problem Setting

General setup. SETS (Figure 1 for illustration), online meta-learns on a sequence
of task distributions, D1,D2, . . . ,DL. For time t = 1, · · · , τ1, we randomly sample
mini-batch semi-supervised tasks Tt at each time t from task distribution P (D1);
for time t = τ1+1, · · · , τ2, we randomly sample mini-batch semi-supervised tasks
Tt at each time t from task distribution P (D2); for time t = τi + 1, · · · , τi+1,
we randomly sample mini-batch semi-supervised tasks Tt at each time t from
task distribution P (Di), where P (Di) is the task distribution (a collection of
a large number of tasks) in Di. Thus, in SETS, each task from each domain
sequentially arrives. Time t = τ1, τ2, · · · , τi, · · · is the time when task distribution
shift happens, but we do not assume any prior knowledge about them. This is a
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Fig. 1: Illustration of SETS on a large-scale non-stationary semi-supervised task
distributions D1,D2, · · · ,DL (top) with at least 72K tasks. Each task (bottom)
contains labeled support data (S), unlabeled data (U) (in-distribution and out-
of-distribution data) and query data (Q).

more practical and general setup. Each time interval |τi− τi−1| is large enough to
learn a large number of tasks from each task distribution adequately. Each task
T is divided into support, unlabeled and query data {S,U ,Q}. The support set
S consists of a collection of labeled examples, {(xk, yk)}, where xk is the data
and yk is the label. The unlabeled set U contains only inputs: U = {x̃1, x̃2, · · · , }.
The goal is to predict labels for the examples in the task’s query set Q. Our
proposed learning system maintains a memory buffer M to store a small number
of training tasks from previous task distributions. We use reservoir sampling
[57] (RS) to maintain tasks in the memory. RS assigns equal probability for
each incoming task without needing to know the total number of training tasks
in advance. The total number of meta training tasks is much larger than the
capacity of memory buffer, making it infeasible to store all the tasks. More details
about memory buffer update and maintenance are provided in Appendix B. We
evaluate model performance on the unseen tasks sampled from both current and
all previous task distributions.

Evolving semi-supervised few-shot episode distributions construc-
tion. In most existing works, the meta-learning model is trained in a stationary
setting. By contrast, in SETS, the model is meta trained on an evolving sequence
of datasets. A large number of semi-supervised tasks sampled from each dataset
form task distribution Di. We thus have a sequence of semi-supervised task dis-
tributions D1,D2, · · · ,DL. In episodic meta-learning, a task is usually denoted as
an episode. When training on task distribution Di, to sample an N -way K-shot
training episode, we first uniformly sample N classes from the set of training
classes Ctrain

i . For the labeled support set S (training data), we then sample
K images from the labeled split of each of these classes. For the unlabeled set
U , we sample Z images from the unlabeled split of each of these classes as ID
data. When including OOD in U , we additionally sample R images from external
datasets as OOD. In practical scenarios, the OOD data could dominate the
unlabeled portion U . To be more realistic, we construct the unlabeled set with
different proportions of OOD to simulate real-world scenarios. The query data
(testing data) Q of the episode is comprised of a fixed number of images from
the labeled split of each of the N chosen classes. The support set S and query
set Q contain different inputs but with the same class set.
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At the end of meta training on task distribution DL, the meta trained model
is expected to generalize to the unseen tasks of each dataset in the sequence. The
evaluation on unseen classes of previous datasets is to measure the forgetting.
We adopt the N -way K-shot classification on unseen classes of each dataset.
The semi-supervised testing episodes are constructed similarly as above. The
accuracy is averaged on the query set Q of many meta-testing episodes from all
the trained datasets.

Constructed dataset. To simulate realistic evolving semi-supervised task
distributions, we construct a new large-scale dataset and collect 6 datasets,
including CIFARFS [12], AIRCRAFT [38], CUB [67], Miniimagenet [56],
Butterfly [16] and Plantae [28]. The OOD data for each task are sampled from
another three datasets, including Omniglot [32], Vggflower [43] and Fish [70].
For each dataset, we randomly sample 12K tasks, we thus have 72K tasks in
total. This task sequence is much larger than existing continual learning models
considered. We perform standard 5-way-1-shot and 5-way-5-shot learning on this
new dataset. All the datasets are publicly available with more details provided
in Appendix A due to the space limitation.

4 Methodology

In the following, we focus on the N -way K-shot setting of SETS as described
above. We first describe the standard SSFSL task in Section 4.1, then present
our method for handling unlabeled data, especially OOD data in Section 4.2.
Next, we present our method for mitigating catastrophic forgetting in Section
4.3. At last, we summarize our proposed methodology in Section 4.4.

4.1 Standard Semi-Supervised Few-Shot Learning

Prototypical network [54] has been extended to semi-supervised few-shot learn-
ing by [47]. We denote the feature embedding function as hθ(x) with param-
eter θ. The class-wise prototype for support set S is calculated as : pc =∑

x∈Sc
hθ(x)

/∑
x∈Sc

1, where Sc is the set of data in S belonging to category c.
Each class prototype is refined by unlabeled data as:

p′
c =

∑
x∈Sc

hθ(x) +
∑

x̃∈U hθ(x̃)µc(x̃)∑
x∈Sc

1 +
∑

x̃∈U µc(x̃)

by assigning each unlabeled data x̃ ∈ U with a soft class probability µc(x̃) =
exp(−||hθ(x̃)−pc ||22)∑
c′ exp(−||hθ(x̃)−p′

c ||22)
. To work with OOD data, they use an additional class with

zero mean in addition to the normal c classes in the support set. The learning
objective is to simply maximize the average log-probability of the correct class
assignments over query examples Q and rigorously defined as following:

Lmeta = P (Q|θ,S;U) = P (Q|θ, {p′
c}) =

∑
(xi,yi)∈Q

P (yi|xi,θ, {p′
c}). (1)
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4.2 Mutual-Information For Unlabeled Data Handling

To be more realistic, the unlabeled data contains OOD data for each task, whose
data categories are not present in the support set. In practice, the unlabeled
OOD data could potentially negatively impact the performance. It has been
shown that existing works [47,35,36] are particularly sensitive to OOD data. How
to properly use unlabeled data is challenging when OOD data dominates the
unlabeled data, which is common in practical scenarios. Instead of sidestepping
this problem by simply discarding the detected OOD data, we propose to exploit
discriminative information implied by unlabeled OOD samples. To explicitly
address this problem, we propose to learn the representations that are robust to
OOD data from an information-theoretical perspective. We first give the detailed
definitions for in-distribution (ID) and out-of-distribution (OOD) below.

Definition 1. Suppose a task T with data {S,U ,Q}, contains labeled categories
C in S. For unlabeled data U , in-distribution unlabeled data is defined as the set
of data x whose categories c ∈ C, i.e., Uid = {x |x ∈ U , c ∈ C}; similarly, the
out-of-distribution data is defined as the set of data x whose categories c /∈ C,
i.e., Uood = {x |x ∈ U , c /∈ C}.

Algorithm 1 OOD sample detection.
Require: A task data {S,U ,Q}; unlabeled query Q

serves as ID-calibration set;
1: calculate prototypes pc for each class c with support

data S.
2: for xi ∈ Q do
3: wi = hθ(xi)/||hθ(xi)||2 (normalization)
4: di = d(wi, {pc}Nc=1)

def
= minc d(wi,pc)

5: end for
6: thresh = µ({di}) + σ({di}) [µ({di}) is the mean of

{di} and σ({di}) is the standard deviation of {di}]
7: for xi ∈ U do
8: wi = hθ(xi)/||hθ(xi)||2 (normalization)
9: di = d(wi, {pc}Nc=1)

def
= minc d(wi,pc)

10: if di>thresh then
11: Uood = Uood

⋃
xi

12: else
13: Uid = Uid

⋃
xi

14: end if
15: end for
16: return ID data Uid and OOD data Uood

OOD sample detec-
tion. We propose to au-
tomatically divide the un-
labeled data for each task
into ID and OOD. The ex-
isting confidence-based ap-
proach is highly unreliable
for detecting OOD data
in the few-shot learning
setting since the network
can produce incorrect high-
confidence predictions for
OOD samples [41]. We in-
stead propose a metric-
based OOD sample detec-
tion method in feature em-
bedding space. First, we cal-
culate the class-wise proto-
types pc for each class c.
We define the distance of
data x to the prototypes set
as: d(hθ(x), {pc}Nc=1)

def
=

minc d(hθ(x),pc), i.e., the
smallest distance to all the
prototypes in the embed-
ding space; where we use
Euclidean distance as the
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distance metric d for simplicity. Intuitively, the data closer to the class pro-
totypes are more likely to be ID data, the data farther to the class prototypes
are more likely to be OOD. We adopt a method similar to the state-of-the-art
few-shot OOD detection algorithm, named cluster-conditioned detection [52].
We use the unlabeled query data Q for each task as an ID calibration set to
determine the threshold between OOD and ID data. The OOD sample detection
is presented in Algorithm 1. The threshold is based on the Gaussian assumption
of d(hθ(x), {pc}Nc=1) (3-Sigma rule).

We adopt mutual information (MI) to separately handle ID data and OOD
data, where MI describes the mutual dependence between the two variables and
is defined as follows.

Definition 2. The mutual information between variables a and b is defined as

I(a,b) = Ep(a,b)

[
log

p(a,b)

p(a)p(b)

]
, (2)

where p(a) and p(b) are marginal distribution of a and b, p(a,b) is the joint
distribution.

In information theory, I(a,b) is a measure of the mutual dependence be-
tween the two variables a and b. More specifically, it quantifies the "amount
of information" about the variable a (or b ) captured via observing the other
variable b (or a ). The higher dependency between two variables, the higher MI
is. Intuitively, the higher dependency between embedded OOD data and class
prototypes, the higher the negative impact on the model performance. On the
contrary, more dependency between embedded ID data and class prototypes
could improve the performance. To enhance the effect of ID data on the class
prototypes, we maximize the MI between class prototypes and ID data. To reduce
the negative effect of OOD data on the class prototypes, we further consider
minimizing the MI between class prototypes and OOD data:

Ltotal = Lmeta + λ (I(eood,pc′)− I(eid,pc′)) , (3)

where Lmeta is defined in Eq. (1); eood = hθ(x),x ∈ Uood and eid = hθ(x),x ∈
Uid. c′ = argminc || e−pc ||; I(eood,pc′) is the mutual information between
embedded OOD data and class prototypes; I(eid,pc′) is the mutual information
between embedded ID data and class prototypes; λ is a hyperparameter to control
the relative importance of different terms. Since this objective is to minimize
−I(eid,pc′), it is equivalent to maximize I(eid,pc′). However, the computation
of MI values is intractable [44,18], since the form of joint probability distribution
p(a,b) in Eq. (2) is not available in our case and only samples from the joint
distribution are accessible. To solve this problem, we derive the variational lower
bound of MI for MI maximization and variational upper bound of MI for MI
minimization specialized for SETS, respectively. Due to the limited space, all
proofs for Lemmas and Theorems are provided in Appendix D.

Theorem 1. For a task T = {S,U ,Q}, suppose the unlabeled OOD data em-
bedding eood = hθ(x),x ∈ Uood. The nearest prototype corresponds to eood is pc′ ,
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where c′ = argminc || eood −pc ||. Given a collection of samples {(eiood,pi
c′)}i=L

i=1 ∼
P (eood,pc′), the variational upper bound of mutual information I(eood,pc′) is:

I(eood,pc′) ≤
i=L∑
i=1

logP (pi
c′ | eiood)−

i=L∑
i=1

j=L∑
j=1

logP (pi
c′ | e

j
ood) = Iood. (4)

The bound is tight (equality holds) when pc′ and eood are independent.

This upper bound requires the unknown conditional probability distribution
P (pc′ | eood) and thus it is intractable. In this work, we approximate it with
variational distribution Zϕ(pc′ | eood) parameterized by a neural network.

Lemma 1. For a task T = {S,U ,Q}, suppose the unlabeled ID data embedding
eid = hθ(x),x ∈ Uid. The nearest prototype corresponds to eid is pc′ , where c′ =
argminc || eid −pc ||. Given a collection of samples {(eiid,pi

c′)}i=L
i=1 ∼ P (eid,pc′),

the variational lower bound of I(eid,pc′) is:

I(eid,pc′) ⩾
i=L∑
i=1

f(ei
id,p

i
c′)−

j=L∑
j=1

log

i=L∑
i=1

ef(e
i
id,p

j

c′ ). (5)

This bound is tight if f(eid,pc′) = logP (pc′ | eid) + c(pc′).

Based on Lemma 1, the variational lower bound is derived as in Theorem 2.

Theorem 2. For a task T = {S,U ,Q}, suppose the unlabeled ID data embedding
eid = hθ(x),x ∈ Uid. The nearest prototype corresponds to eid is pc′ , where c′ =
argminc || eid −pc ||. Given a collection of samples {(eiid,pi

c′)}i=L
i=1 ∼ P (eid,pc′),

the variational lower bound of I(eid,pc′) is:

I(eid,pc′)⩾Iid :=
i=L∑
i=1

f(eiid,p
i
c′)−

j=L∑
j=1

[∑i=L
i=1 ef(e

i
id,p

j

c′ )

a(pj
c′)

+log(a(pj
c′))− 1

]
. (6)

The bound is tight (equality holds) when f(eid,pc′) = logP (pc′ | eid) + c(pc′) and
a(pc′) = Ep(eid)e

f(eid,pc′ ). a(pc′) is any function that a(pc′) > 0.

Hence, by combining Theorems 1 and 2, we obtain an surrogate for the loss
function Eq. (3) as:

Ltotal = Lmeta + λ(I(eood,pc′)− I(eid,pc′)) ≤ Lmeta + λ(Iood − Iid). (7)

4.3 Mitigate CF by Optimal Transport

A straightforward idea of mitigating catastrophic forgetting on previous task
distributions is to replay the memory tasks when training on current task Tt, i.e.,
we randomly sample a small batch tasks B from the memory buffer M. Thus the
loss function becomes H(θ) = L(Tt) +

∑
Ti∈B L(Ti). However, simple experience
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replay only forces the model to remember a limited number of labeled data, i.e.,
a much larger number of previous unlabeled data is totally neglected, which
causes the model to sub-optimally remember the previous knowledge. To further
avoid forgetting, we directly regularize the network outputs on both labeled and
unlabeled data since what ultimately matters is the network output, in addition
to remembering output labels on memory tasks. To achieve this goal, we propose
a novel constrained loss via optimal transport to reduce the output (feature)
distribution shift on both labeled and unlabeled data.

Optimal Transport. A discrete distribution µ =
∑n

i=1 uiδei
(·), where ui ≥ 0

and
∑

i ui = 1, δe(·) denotes a spike distribution located at e. Given two discrete
distributions, µ =

∑n
i=1 uiδei

and ν =
∑m

j=1 vjδgj
, respectively, the OT distance

[8] between µ and ν is defined as the optimal value of the following problem:

LOT = min
W∈Π(µ,ν)

n∑
i=1

m∑
j=1

Wij · d(ei, gj) , (8)

where Wij is defined as the joint probability mass function on (ei, gj) and
d(e,g) is the cost of moving e to g (matching e and g). Π(µ,ν) is the set of
joint probability distributions with two marginal distributions equal to µ and
ν, respectively. The exact calculation of the OT loss is generally difficult [25].
Therefore, for simplicity, we use CVXPY [1] for efficient approximation.

Algorithm 2 ORDER Algorithm
Require: evolving episodes T1, T2, . . . , TN , with {τ1, <

· · · , τi, · · · , < τL−1} the time steps when task distri-
bution shift; memory buffer M={}; model parame-
ters θ; memory task features E={}.

1: for t = 1 to N do
2: sample tasks B from M and B = B

⋃
Tt.

3: for T ∈ B do
4: T = {S,U ,Q}, OOD detection to divide the

unlabeled data U into Uood and Uid

5: update parameters θ by minimizing H(θ)
6: end for
7: if reservoir sampling: then
8: M = M

⋃
Tt // store raw task data

9: E = E
⋃

E(Tt) // store task data features
10: end if
11: end for

When storing a semi-
supervised episode into
the memory, we store
the feature embedding for
each data point in ad-
dition to the raw data.
Memory features are the
collection of {hθ(x),x ∈⋃

{S,Uid}∈M{S,Uid}}, the
concatenation of labeled
and unlabeled ID data em-
bedding. Suppose the pre-
viously stored data fea-
tures are {gi}Gi=1 with dis-
tribution ν, where G is
the number of data ex-
amples stored in memory
buffer. The data features
generated with model pa-
rameters θt of current it-
eration are {ei}Gi=1 with
distribution µ. Then, the
loss function becomes minimizing on the optimal transport between {ei}Gi=1 and
{gi}Gi=1.
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4.4 Overall Learning Objective

By unifying the above-derived novel mutual information driven unlabeled data
handling technique and optimal transport driven forgetting mitigation, we propose
an OOD robust and knowledge preserved semi-supervised meta-learning algorithm
(ORDER) to tackle the challenges in the SETS setting. Combining the OT loss
from Eq. (8) with Eq. (7) and assigning λ and β as two hyperparameters for
controlling the relative importance of the corresponding terms, we obtain the
following final loss function:

H(θ) = Lmeta(Tt) + λ(Iood − Iid) +
∑
Ti∈B

L(Ti) + βLOT. (9)

The benefits of the second term are two-fold: (i) promote the effect of ID data
on class prototypes by maximizing the MI between class prototypes and ID data;
(ii) reduce the negativity of OOD data on class prototypes by minimizing the
MI between class prototypes and OOD data. The last term is to force the model
to remember in feature space. The detailed procedure of ORDER is shown in
Algorithm 2.

5 Experiments

Table 2: 5-way, 1-shot and 5-shot accuracy
compared to meta-learning baselines.

Algorithm 1-Shot 5-Shot

ProtoNet 31.96± 0.93 42.62± 0.73
ANIL 30.58± 0.81 42.24± 0.86

MSKM 33.79± 1.05 45.41± 0.58
LST 34.81± 0.81 46.09± 0.69
TPN 34.52± 0.83 46.23± 0.60
ORDER (Ours with only MI) 36.93± 0.90 48.85± 0.53
ORDER (Ours) 41.25± 0.64 53.96± 0.71

To show the benefit of using
unlabeled data, we first com-
pare semi-supervised meta-
learning using unlabeled data
with meta-learning without
unlabeled data in Section
5.1. To evaluate the effective-
ness of the proposed method,
ORDER, for learning useful
knowledge in SETS, we com-
pare to SOTA meta-learning
models in Section 5.2. Next,
we compare ORDER to SOTA
continual learning baselines to
show the effectiveness of OR-
DER for mitigating forgetting in SETS in Section 5.3. For the evaluation, we
calculate the average testing accuracy on previously unseen 600 testing tasks
sampled from the unseen categories of each dataset in the dataset sequence to
evaluate the effectiveness of the tested methods. Moreover, we conduct extensive
ablation studies in Section 5.4. Due to the space limitation, we put detailed
implementation details in Appendix B.

5.1 Benefit of Using Unlabeled Data in SETS

To verify the benefit of using unlabeled data in SETS, we compare with various
meta-learning methods including supervised and semi-supervised ones. All of these
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methods are adapted to SETS setting directly. Supervised meta-learning methods
without unlabeled data, including (1) gradient-based meta-learning ANIL [45],
which is a simplified model of MAML [22]; (2) metric-based meta-learning Pro-
totypical Network (ProtoNet) [54]. In addition, we compare to representative
SSFSL models using unlabeled data: (3) Masked Soft k-Means (MSKM) [47]; (4)
Transductive Propagation Network (TPN) [36]; (5) Learning to Self-Train (LST)
[35]. LST and MSKM can be viewed as extension of MAML(ANIL) and ProtoNet
to SETS by using additional unlabeled data respectively. Table 2 shows that with
additional unlabeled data, semi-supervised meta-learning methods substantially
outperform corresponding meta-learning methods without using unlabeled data,
demonstrating that unlabeled data could further improve performance in SETS.
We also include a reduced version of our method, which uses Eq. (7) as the
objective function, and keep other components the same as baselines without
considering mitigating CF. We can see that with only the guidance of MI, our
method can outperform baselines by more than 2.6% for 5-shot learning and
2.1% for 1-shot learning, which verifies the effectiveness of the proposed MI for
handling unlabeled data.

5.2 Comparison to Meta-Learning

Table 3: 5-way, 1-shot and 5-shot classi-
fication accuracy compared to continual
learning baselines.

Algorithm 1-Shot 5-Shot

Semi-Seq 33.79± 1.05 45.41± 0.58
Semi-ER 37.62± 0.97 50.35± 0.76
Semi-AGEM 36.97± 1.16 50.29± 0.69
Semi-MER 37.90± 0.83 50.46± 0.74
Semi-GPM 36.53± 0.81 49.78± 0.65
Semi-DEGCL 36.78± 0.89 50.07± 0.61

ORDER (Ours OT only) 39.21± 0.61 51.72± 0.61
ORDER (Ours) 41.25± 0.64 53.96± 0.71

Joint-training 49.91± 0.79 61.78± 0.75

To compare to SOTA meta-
learning methods, similar to the
baselines in Section 5.1, Ta-
ble 2 also shows the advantage
of ORDER. We observe that
our method significantly outper-
forms baselines for 5-shot learn-
ing by 7.7% and for 1-shot learn-
ing by 6.4%. This improvement
shows the effectiveness of our
method in this challenging set-
ting. LST [35] performs rela-
tively worse in SETS, proba-
bly due to the challenging OOD
data and noise of pseudo-labels.

5.3 Comparison to
Continual Learning

To evaluate the effectiveness of
ORDER for mitigating forgetting in SETS, we compare to SOTA CL baselines,
including Experience replay (ER) [15], A-GEM[14], MER [48], GPM [49] and
DEGCL [13]. Note that all of these methods are originally designed for mitigating
forgetting for a small number of tasks, we adapt these methods to SETS by
combing them with meta-learning methods for mitigating forgetting. Here, we
combine CL methods with MSKM for illustration since it is more efficient and
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performs comparably in SETS than the other two meta-learning methods. The
combination baselines are named as Semi-, etc. We also compare to (1) sequential
training (Seq), which trains the latent task distributions sequentially without
any external mechanism and helps us understand the model forgetting behavior;
(2) joint offline training, which learns all the task distributions jointly in a
stationary setting and provides the performance upper bound.

The memory buffer is updated by reservoir sampling mentioned in Section 3.
More details about how to update the memory buffer is provided in Appendix B.
All the baselines and our method maintain 200 tasks in memory and the number
of OOD data R = 50 for each task. Table 3 shows the results. We also include a
version of our method with memory replay and only OT regularization, without
MI regularization, and other components are kept as the same as baselines.
Our method can outperform baselines by 1.3% for 1-shot learning and 1.2% for
5-shot learning. Our full method significantly outperforms baselines for 5-shot
learning by 3.1% and for 1-shot learning by 3.3%. This improvement shows the
effectiveness of ORDER for mitigating forgetting in SETS.

5.4 Ablation Study

Robustness to OOD. As for the OOD data of each episode, we randomly
sample OOD from the mixture of the OOD dataset as described in Section 3.
Furthermore, it is more natural for the unlabeled set to include more OOD
samples than ID samples. To investigate the sensitivity of the baselines and our
method to OOD data, we fix the number of ID data for each task and gradually
increase the amount of OOD data in the unlabeled set. We set R (number of
OOD data) = 50, 100, 150, 200, 250, respectively. The results are shown in Figure
1 in Appendix C. Interestingly, we can observe that our method is much more
robust to OOD data than baselines, even when the number of OOD data is large.

To study the individual effect of mutual information regularization and
optimal transport, we conduct ablation studies to justify (i) whether adding
mutual information regularization helps to be robust to OOD data; (ii) whether
adding OT helps mitigate catastrophic forgetting. The results of both ablation
studies are shown in Table 8 in Appendix C. The ✓means the corresponding
column component is used and ✗means do not use the corresponding column
component. Specifically, “MI” means using mutual information regularization,
“OT” means using optimal transport constraint loss, “Uid” means using additional
ID unlabeled data features in addition to labeled data for OT loss. We observe
that the improvement of robustness to OOD becomes more significant, especially
with a larger amount of OOD data. When the number of OOD is 250 for each
task, the improvement is nearly 4%. This demonstrates the effectiveness of mutual
information regularization. The optimal transport (OT) component improves
model performance by more than 2% with 250 OOD data, demonstrating the
effectiveness of remembering in feature space with both labeled and unlabeled
data. Additionally, we compare OT regularization with only labeled data features
to baseline. We find the performance is moderately improved in this case. This
shows the benefits of using unlabeled data for remembering.
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To investigate whether using OOD data is helpful, we performed comparisons
to cases where we only use ID-data for training and prediction with OOD data
filtered out. The results are shown in Table 9 in Appendix C. The results show
that filtering out OOD data is already helpful, but with additional OOD data
and MI regularization, the performance is improved further. Results on other
ablation settings are also available in Table 9.

Sensitivity to dataset ordering. To investigate the sensitivity of baselines
and our method to dataset order, we also performed comparisons on two other
dataset sequences, including (i) Butterfly, CUB, CIFARFS, Plantae, MiniIm-
agenet, Aircraft and (ii) CUB, CIFARFS, Plantae, MiniImagenet, Butterfly,
Aircraft. The results are shown in Appendix C (see details in Table 1 and Table
2 for order (i), Table 3 and Table 4 for order (ii)). In all cases, our method
substantially outperforms the baselines and demonstrates its superiority.

Sensitivity of hyperparameter. The sensitivity analysis of hyperparam-
eters λ and β of ORDER are provided in Appendix C (see details in Table 5).
β controls the magnitude of optimal transport regularization. Results indicate
the model performance is positively correlated with β when it increases until
optimal trade-off is reached after which performance deteriorates with over regu-
larization when β reaches 0.01. A similar trend is observed in mutual information
regularization λ.

More Results. To investigate the effect of memory buffer size, we provide
more experimental results with a memory buffer size of 50, 100, 200 tasks in
Appendix C (see details in Table 6). With increasing memory buffer size, the
performance improves further. The current size of the memory buffer is negligible
compared to the total amount of 72K tasks.

6 Conclusion

In this paper, we step towards a challenging and realistic problem scenario named
SETS. The proposed method, i.e., ORDER, is designed to leverage unlabeled
data to alleviate the forgetting of previously learned knowledge and improve the
robustnesss to OOD. Our method first detects unlabeled OOD data from ID data.
Then with the guidance of mutual information regularization, it further improves
the accuracy. The method is also shown to be less sensitive to OOD. The OT
constraint is adopted to mitigate the forgetting in feature space. We compare
different methods on the constructed dataset. For the future work direction, we
are working on adapting the method to the unsupervised scenario that no labeled
data in new coming tasks, which requires the model with stronger robustness
and capability of learning feature representations.
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