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Abstract. In this paper, we mainly focus on the problem of how to
learn additional feature representations for few-shot image classifica-
tion through pretext tasks (e.g., rotation or color permutation and so
on). This additional knowledge generated by pretext tasks can further
improve the performance of few-shot learning (FSL) as it differs from
human-annotated supervision (i.e., class labels of FSL tasks). To solve
this problem, we present a plug-in Hierarchical Tree Structure-aware
(HTS) method, which not only learns the relationship of FSL and pre-
text tasks, but more importantly, can adaptively select and aggregate
feature representations generated by pretext tasks to maximize the per-
formance of FSL tasks. A hierarchical tree constructing component and
a gated selection aggregating component is introduced to construct the
tree structure and find richer transferable knowledge that can rapidly
adapt to novel classes with a few labeled images. Extensive experiments
show that our HTS can significantly enhance multiple few-shot methods
to achieve new state-of-the-art performance on four benchmark datasets.
The code is available at: https://github.com/remiMZ/HTS-ECCV22.
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1 Introduction

Few-shot learning (FSL), especially few-shot image classification [17,37,2,22,44],
has attracted a lot of machine learning community. FSL aims to learn transfer-
able feature representations by training the model with a collection of FSL tasks
on base (seen) classes and generalizing the representations to novel (unseen)
classes by accessing an extremely few labeled images [1,7,38,10,30,4]. However,
due to the data scarcity, the learned supervised representations mainly focus
on the differences between the base class while ignoring the valuable semantic
features within images for novel classes, weakening the model’s generalization
ability. Therefore, more feature representations should be extracted from the
limited available images to improve the generalization ability of the FSL model.

One effective way of extracting more useful feature representations is to use
pretext tasks, such as rotation with multiple angles or color permutation among
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Fig. 1. Differences in the learning process for few-shot image classification using pretext
tasks between previous and our works. (a) shows the process of generating augmented
images using FSL images. (b) and (c) show the learning process for previous works
under the DA or SSL setting, which uses all images indiscriminately. (d) and (e) show
the learning process for our work under the DA or SSL setting, which can exploit the
hierarchical tree structure to adaptively select useful feature representations.

different channels [11,16,34,24,5]. Because these pretext tasks can generate addi-
tional augmented images and the semantic representations of these augmented
images are a good supplementary to the normal human-annotated supervisions
(i.e., class labels of FSL images), which is beneficial to the few-shot learning
model generalization on novel classes. The standard training process of using
pretext tasks to assist in FSL can be roughly classified into two settings, i.e.,
data augmentation (DA) and self-supervised learning (SSL), following existing
works [11,34,26,24,37]. As shown in Fig. 1, (a) shows that pretext tasks are used
to generate multiple augmented images (x1

i , x
2
i ) and xi is FSL images. (b) and

(c) are the learning process of using pretext tasks to improve the FSL perfor-
mance under the DA or SSL setting in previous works. However, in the DA
setting, all augmented and raw images are placed in the same label space (e.g.,
yi = ỹ1i = ỹ2i =dog) and the empirical risk minimization (ERM) (see Eq. (3)) is
used to optimize the model, making the model use all images indiscriminately.

We find that when augmented images are generated by using inappropriate
pretext tasks, this optimization method (i.e., considering the information of all
images on average) may destroy the performance of the FSL task (see Fig. 3).
This is because the augmented images bring ambiguous semantic information
(e.g, rotation for symmetrical object) [9,6,25]. Although it can be solved using
expert experience to select appropriate pretext tasks for different datasets, which
is very labor consuming [26]. To this end, we believe that it is very important
that the model can adaptively select augmented image features to improve the
performance of the FSL task. In the SSL setting (Fig. 1 (c)), it retains FSL as the
main task and uses pretext tasks as additional auxiliary tasks (i.e., SSL tasks).
From Fig. 3, we find that SSL using independent label spaces (e.g., yi=dog,
ỹ1i=90◦, ỹ2i=GBR) to learn these tasks separately (see Eq. (4)) can alleviate
the problem caused by DA training based on one single label space, but it is
not enough to fully learn the knowledge hidden in these augmented images only
through the sharing network. This is because there are similarities among aug-
mented images generated under the same raw image and different pretext tasks,
and the relationships among these augmented images should be modeled.
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To effectively learn knowledge from augmented images, we propose a plug-
in Hierarchical Tree Structure-aware (HTS) method for few-shot classification.
The core of the proposed HTS method: (1) using a tree structure to model the
relationships of raw and augmented images; (2) using a gated aggregator to
adaptively select the feature representations to improve the performance of the
FSL task. Next, we outline two key components of the proposed HTS method.

Modeling the relationships via a hierarchical tree constructing com-
ponent. This component aims to construct a tree structure for each raw image,
and thus we can use the edge of the tree to connect the feature information
among different augmented images and use the level of the tree to learn the
feature representations from different pretext tasks. In addition, when pretext
tasks or augmented images change (e.g., adding, deleting or modifying), it is
very flexible for our HTS method to change the number of levels or nodes.

Adaptively learning features via a gated selection aggregating com-
ponent. In this paper, we use Tree-based Long Short Term Memory (TreeL-
STM) [36] as the gated aggregator following the reasons as below: (1) On the
above trees, we find that the augmented images (i.e., nodes) from different pre-
text tasks can be further formulated as a sequence with variable lengths from
the bottom to the top level. (2) TreeLSTM generates a forgetting gate for each
child node, which is used to filter the information of the corresponding child
nodes (different colors are shown in Fig. 1 (d) and (e)). This indicates that the
representations of the lower-level nodes can be sequentially aggregated and en-
hance the upper-level nodes’ outputs. Finally, these aggregated representations
will be used in training and testing phases. The main contributions of HTS are:

1. We point out the limitations of using pretext tasks to help the few-shot
model learn richer and transferable feature representations. To solve these limi-
tations, we propose a hierarchical tree structure-aware method.

2. We propose a hierarchical tree constructing component to model the rela-
tionships of augmented and raw images and a gated selection aggregating com-
ponent to adaptively learn and improve the performance of the FSL task.

3. Extensive experiments on four benchmark datasets demonstrate that the
proposed HTS is significantly superior to the state-of-the-art FSL methods.

2 Related Work

2.1 Few-Shot Learning

The recent few-shot learning works are dominated by meta-learning based meth-
ods. They can be roughly categorized into two groups: (1) Optimization-based
methods advocate learning a suitable initialization of model parameters from
base classes and transferring these parameters to novel classes in a few gradi-
ent steps [31,45,3,10,27]. (2) Metric-based methods learn to exploit the feature
similarities by embedding all images into a common metric space and using well-
designed nearest neighbor classifiers [19,20,14,42]. In this paper, our HTS can
equip with an arbitrary meta-learning based method and improve performance.
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2.2 Pretext Tasks

Pretext tasks have succeeded to learn useful representations by focusing on richer
semantic information of images to significantly improve the performance of image
classification. In this paper, we are mainly concerned with the works of using pre-
text tasks to improve the performance of few-shot classification [11,12,43,16,5].
However, these works are often shallow, e.g., the original FSL training pipeline is
intact and an additional loss (self-supervised loss) on each image is introduced,
leading to the learning process not being able to fully exploit the augmented
image representations. Different from these works, we introduce a hierarchical
tree structure (HTS) to learn the pretext tasks. Specifically, the relationships of
each image are modeled to learn more semantic knowledge. Moreover, HTS can
adaptively select augmented features to avoid the interference of ambiguous in-
formation. Our experimental results show that thanks to the reasonable learning
of pretext tasks, our HTS method clearly outperforms these works (see Tab. 2).

3 Preliminaries

3.1 Problem Setting in Few-Shot Learning

We consider that meta-learning based methods are used to solve the few-shot
classification problem, and thus follow the episodic (or task) training paradigm.
In the meta-training phase, we randomly sample episodes from a base class set
Db to imitate the meta-testing phase sampled episodes from a novel class set
Dn. Note that Db contains a large number of labeled images and classes but has
a disjoint label space with Dn (i.e. Db ∩ Dn = ∅ ). Each n-way k-shot episode
Te contains a support set Se and a query set Qe. Concretely, we first randomly
sample a set of n classes Ce from Db, and then generate Se = {(xi, yi)|yi ∈ Ce, i =
1, · · · , n×k} and Qe = {(xi, yi)|yi ∈ Ce, i = 1, · · · , n×q} by sampling k support
and q query images from each class in Ce, and Se ∩ Qe = ∅. For simplicity, we
denote lk = n×k and lq = n×q. In the meta-testing phase, the trained few-shot
learning model is fine-tuned using the support set Se and is tested using the
query set Qe, where the two sets are sampled from the novel class set Dn.

3.2 Few-Shot Learning Classifier

We employ ProtoNet [33] as the few-shot learning (FSL) model for the main in-
stantiation of our HTS framework due to its simplicity and popularity. However,
we also show that any meta-learning based FSL method can be combined with
our proposed HTS method (see results in Tab. 3). ProtoNet contains a feature en-
coder Eϕ with learnable parameters ϕ (e.g., CNN) and a simple non-parametric
classifier. In each episode Te = {Se,Qe}, ProtoNet computes the mean feature
embedding of the support set for each class c ∈ Ce as the prototype p̃c:

p̃c =
1

k

∑
(xi,yi∈Se)

Eϕ(xi) · I(yi = c), (1)

where I is the indicator function with its output being 1 if the input is true
or 0 otherwise. Once the class prototypes are obtained from the support set,
ProtoNet computes the distances between the feature embedding of each query
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set image and that of the corresponding prototypes. The final loss function over
each episode using the empirical risk minimization (ERM) is defined as follows:

LFSL(Se,Qe) =
1

|Qe|
∑

(xi,yi∈Qe)
−log pyi

,

pyi =
exp(−d(Eϕ(xi), p̃yi))∑
c∈Ce

exp(−d(Eϕ(xi), p̃c))
,

(2)

where d(·, ·) denotes a distance function (e.g., the squared euclidean distance for
ProtoNet method following the original paper [33]).

4 Methodology

4.1 Pretext Tasks in FSL

Pretext tasks assisting in few-shot learning have two settings: data augmentation
(DA) and self-supervised learning (SSL) (see the schematic in Fig. 1). We first
define a set of pretext-task operators G = {gj |j = 1, · · · , J}, where gj means
the operator of using the j-th pretext task and J is the total number of pretext
tasks. Moreover, we also use Mj to represent the number of augmented images
generated by using the j-th pretext task for each raw image and the pseudo
label set of this task is defined as Ỹ j = {0, · · · ,Mj − 1}. For example, for a 2D-
rotation operator, each raw image will be rotated with multiples of 90◦ angles
(e.g., 90◦, 180◦, 270◦), where the augmented images are Mrotation = 3 and the
pseudo label set is Ỹ rotation = {0, 1, 2}. Given a raw episode Te = {Se,Qe} as
described in Sec. 3.1, we utilize these pretext-task operators from G in turn to
augment each image in Te. This results in a set of J augmented episodes are
Taug = {(xi, yi, ỹi, j)|yi ∈ Ce, ỹi ∈ Ỹ j , i = 1, · · · ,Mj× lk,Mj× (lk+1), · · · ,Mj×
(lk + lq), j = 1, · · · , J}, where the first images Mj × lk are from the augmented
support set Sje and the rest of images Mj× lq from the augmented query set Qj

e.
Data Augmentation. For DA setting, we use the combined episodes T =
{{Sre ,Qr

e}|r = 0, · · · , J}, where {S0e ,Q0
e} is the raw episode and {{Sre ,Qr

e}|r =
1, · · · , J} is the augmented episodes. In this paper, when r ≥ 1, the value of r
is equal to j unless otherwise stated. Each image (xi, yi) in T takes the same
class label yi (from the human annotation) for supervised learning to imporve
the performance of the FSL. The objective is to minimize a cross-entropy loss:

LDA =
1

J + 1

∑J

r=0
LFSL(Sre ,Qr

e). (3)

LDA uses the empirical risk minimization (ERM) algorithm based on the
same label space (e.g., yi) to learn raw and augmented feature representations.
However, if the augmented images have ambiguous representations, this opti-
mization method may interfere with the semantic learning of the FSL model.
Self-Supervised Learning. For SSL setting, each raw image (xi, yi) in Te uses
a class label yi for supervised learning, while each augmented image (xi, ỹi) in
Taug carries a pseudo label ỹi for self-supervised learning. A multi-task learning
loss (FSL main task and SSL auxiliary task) is normally adopted as below:

LSSL = LFSL(Se,Qe) +
∑J

j=1
βjLj ,
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Lj =
1

E

∑
(xi,ỹi∈T j

e )
−log exp([θj(Eϕ(xi))]ỹi

)∑Ỹ j

ỹ′ exp([θj(Eϕ(xi))]ỹ′ )
, (4)

where E = Mj × (lk + lq), [θ
j(Eϕ(xi))] denotes the j-th pretext task scoring

vector and [.]ỹ means taking the ỹ-th element. LSSL learns the knowledge of the
few-shot learning and multiple sets of pretext tasks in different label spaces, but
only uses a shared feature encoder Eϕ to exchange these semantic information.

4.2 Pretext Tasks in HTS

In this paper, we propose a hierarchical tree structure-aware (HTS) method
that uses a tree to model relationships and adaptively selects knowledge among
different image features. There are two key components in HTS: hierarchical tree
constructing component and gated selection aggregating component 1.

4.2.1 Hierarchical Tree Constructing Component

Given augmented episodes Taug = {T j
e = {Sje ,Qj

e}|j = 1, · · · , J} as described
in Sec. 4.1, each augmented episode in Taug corresponds to one specific pretext
task of the same set of images from the raw episode Te. Therefore, we believe
that these augmented images with different pretext tasks should be modeled to
capture the correlations and further learn more semantic feature representations.

To this end, we construct a tree structure for each FSL image and its corre-
sponding multiple sets of augmented images generated by using different pretext
tasks in each episode. Specifically, (1) we extract the feature vectors of the raw
and augmented episodes by using the shared feature encoder Eϕ and denote the
feature set as Temd, where Temd = {Eϕ(xi)|(xi, yi, ỹi, r) ∈ T r

e , r = 0, · · · , J, i =
1, · · · ,Mj × (lk + lq)}. (2) The feature vectors of the raw episode T 0

emd are taken
as the root nodes and each raw image has its own tree structure. (3) The aug-
mented feature vectors of these augmented episodes T j

emd with the j-th pretext
task are put in the (j+1)-th level of the tree. (4) We take a raw image xi (i.e, a
tree structure) and its multiple sets of augmented images {xj

i} as an example to
indicate how to construct this tree, and repeat the process for other raw images.

The form of the tree is {Eϕ(xi)
g1→ Eϕ(x

1
i )

g2→ · · · gj→ Eϕ(x
j
i ) · · ·

gJ→ Eϕ(x
J
i )},

where the raw feature set Eϕ(xi) is in the 1-st level (root nodes) and the aug-
mented feature set is in the (j+1)-th level sharing the same pretext task gj . For
each episode, we construct (lk + lq) hierarchical tree structures, and every level
has Mj child nodes with the j-th pretext task. In these tree structures, the edge
information is used to model the relationships of different augmented or raw
images. The level knowledge is used to learn the representations from different
pretext tasks. In Sec. 4.2.2, we introduce how to better aggregate image features.

4.2.2 Gated Selection Aggregating Component

As mentioned above, we have constructed a tree structure for each raw image

1 Note that our method mainly focuses on how to adaptively learn the knowledge of
pretext tasks and improve the performance of few-shot image classification.
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Fig. 2. The learning process of gated selection aggregating component. (a) shows that
the aggregator to sequentially and hierarchically aggregate the information from bot-
tom to top level. (b) details the internal aggregation of TreeLSTM (e.g., two levels). The
subscript marked in this figure represents the number of child nodes, the superscript
represents the number of levels and different colors are different LSTM cells.

xi in each randomly sampled episode. The following question is how to effec-
tively use this tree structure for learning and inference. Firstly, our intuition is
to preserve the tree structure information, because it models the relationships
among images (e.g., FSL and augmentations). Secondly, we should selectively
aggregate the features of all child nodes from the bottom to the top level, be-
cause the information aggregated process aims to maximize the performance of
the parent node after aggregation. Thirdly, since the feature information in the
hierarchical propagation can be regarded as sequential inputs divided by levels
but meta-learning can not directly process the sequential data. Finally, we adopt
the tree-based Long Short Term Memory (TreeLSTM) as our gated aggregator
to encode the lower-level information into an upper-level output. In this way, we
can mine much richer features from the tree structure (see Fig. 2). Next, we will
detail the aggregation and propagation process of TreeLSTM on these trees.

For simplicity, we take a tree structure as an example to introduce how to
selectively aggregate information by using TreeLSTM aggregator and repeat the
process for other tree structures. The (J+1)-level tree structure are constructed
based on raw image features Eϕ(xi) and its multiple sets of augmented features

{Eϕ(x
j
i )|i = 1, · · · ,Mj , j = 1, · · · , J}. The TreeLSTM aggregates information

step by step from bottom level (i.e, (J + 1)-th level) to top level (i.e., 1-st or
root node level). We use {hr

i |r = 0, · · · , J} to represent the aggregated node
representations of each level except the bottom-level nodes in this tree. Because
the bottom node has no child nodes, its aggregate information is itself {Eϕ(x

J
i )}.

The aggregation process can be formalized as: {h0
i

agg←− h1
i

agg←− · · · agg←− hr
i · · ·

agg←−
Eϕ(x

J
i )}, where agg denotes the aggregation operation by using the TreeLSTM.

The aggregated output hr
i of each level is represented as:

hr
i = TreeLSTM(si, {hm}),m ∈Mi, (5)

where si ∈ {hr
i } is any node in the tree andMi is the set of child nodes of the

i-th node in (r + 1) level of the tree.
Since this form of child-sum in TreeLSTM conditions its components on the

sum of child hidden states hm, it is a permutation invariant function and is well-
suited for trees whose children are unordered. But, we find that using the child-
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mean replaces the child-sum in our implementation for better normalization,
compared with the original paper [36]. The formulation of the TreeLSTM is:

fm = σ(Wfsi + Ufhm + bf ),

hme =

∑
m∈Mi

hm

|Mi|
, ui = tanh(Wusi + Uuhme + bu),

oi = σ(Wosi + Uohme + bo), ii =σ(Wisi + Uihme + bi),

ci = ii ⊙ ui +

∑
m∈Mi

fm ⊙ cm

|Mi|
, hr

i = oi ⊙ tanh(ci),

(6)

where⊙ denotes the element-wise multiplication, σ is sigmoid function,Wa, Ua, ba,
a ∈ {i, o, f, u} are trainable parameters, ci, ck are memory cells, hi, hm are hid-
den states and hme denotes the child nodes mean in (r+1)-th level. From Eq. (6)
and Fig. 2, the aggregator learns a forgetting gate for each child and uses it
to adaptively select the child features that are beneficial to its parent node
based on the trained parameters. Finally, the aggregated episodes are denoted
as Tagg = {{Sragg,Qr

agg}|r = 0, · · · , J}, where Sragg = {hr
i |i = 1, · · · ,Mr ∗ lk)}

and Qr
agg = {hr

i |i = 1, · · · ,Mr ∗ lq)} with M0 = 1,Mr = Mj when r ≥ 1.

4.3 Meta-Training Phase with HTS

The meta-training models with HTS use previous settings (DA or SSL) to
train the FSL model. Given the aggregated episodes Tagg = {{Sragg,Qr

agg}|r =
0, · · · , J}, where {S0agg,Q0

agg} is the raw representations aggregated by using its

all augmented images (i.e., from (J+1)-th to 2-nd of the tree) and {Sragg,Qr
agg}Jr=1

is the augmented representations with each pretext task aggregated by using
other augmented images (e.g, from (J + 1)-th to r-th of the tree).
Data Augmentation. For data augmentation (DA) setting, we only use the
aggregated root node (raw images) {S0agg,Q0

agg} to train the FSL model. The
cross-entropy loss can be defined as:

LHTS
DA = LFSL(S0agg,Q0

agg). (7)

LDA
HTS uses the aggregated representations with more knowledge to train the

few-shot image classification model, different from Eq. (3).
Self-Supervised Learning. For SSL setting, the aggregated root nodes train
the FSL main task and each aggregated augmented node (hr

i , ỹi) in {T r
agg =

{Sragg,Qr
agg}|r = 1, · · · , J} trains the SSL auxiliary task. With the pseudo label

ỹi and every level aggregated features in the tree, the multi-task learning loss is:

LHTS
SSL = LFSL(S0agg,Q0

agg) +
∑J

r=1
βrLr,

Lr =
1

E

∑
(hr

i ,ỹi∈T r
agg)
−log exp([θr(hr

i ))]ỹi)∑Ỹ j

ỹ′ exp([θr(hr
i )]ỹ′ )

,
(8)

where E and [θr(·)]ỹ have the same meanings as Eq. (4). and when r ≥ 1,
θr = θj . For easy reproduction, we summarize the overall algorithm for FSL
with HTS in Algorithm 1 in Appendix A.1. Notably, our HTS is a lightweight
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method, consisting of a parameter-free tree constructing component and a sim-
ple gated aggregator component. Therefore, as a plug-in method, HTS will not
introduce too much additional computing overhead 2. Once trained, with the
learned network parameters, we can perform the testing over the test episodes.

4.4 Meta-Testing Phase with HTS

During the meta-testing stage, we find that using pretext tasks for both the
query set and support set, and then aggregating features based on the trained
aggregator can further bring gratifying performance with only a few raw im-
ages (see Fig. 4). Therefore, the predicted label for xi ∈ Qe can be computed
with Eq. (1) and aggregated raw features h0

i as:

ypredi = argmax
y∈Ce

exp(−d(h0
i , p̃yi))∑

c∈Ce
exp(−d(h0

i , p̃c))
. (9)

4.5 Connections to Prior Works

Hierarchical few-shot learning. Recently, some works have been proposed
to solve the problem of few-shot learning using the hierarchical structure. One
representative work aims to improve the effectiveness of meta-learning by hier-
archically clustering different tasks based on the level of model parameter [40],
while our method is based on the feature level with less running time and com-
putation. Another work [23] learns the relationship between fine-grained and
coarse-grained images through hierarchical modeling, but it requires the data
itself to be hierarchical, while our method can adapt to any dataset.
Long short term memory few-shot learning. Some works [38,41,21] use
chain-based long short-term memory (ChainLSTM) to learn the relationship of
images. However, our work uses tree-based long short-term memory (TreeLSTM)
to learn structured features and meanwhile preserve tree-structured information.

5 Experimental Results

5.1 Experimental Setup

Research Questions. Research questions guiding the remainder of the paper
are as follows:RQ1.What is the real performance of the heuristic combination of
FSL main task and pretext auxiliary tasks? RQ2. How effective is the proposed
HTS framework for the FSL image classification task in both single-domain and
cross-domain settings? RQ3. Could the proposed HTS framework adaptively
select augmented features for better improving the performance of the FSL main
task? RQ4. How does the proposed HTS method work (ablation study)?
Benchmark Datasets. All experiments are conducted on four FSL benchmark
datasets, i.e., miniImageNet [38], tieredImageNet [29], CUB-200-2011 [39] and

2 During training, for a 5-way 1-/5-shot setting, one episode time is 0.45/0.54s
(0.39/0.50s for baseline) with 75 query images over 500 randomly sampled episodes.
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Fig. 3. The results (5-shot) for motivation on miniImageNet (MINI), CUB-200-2011
(CUB), CIFAR-FS (CIFAR) and tieredImageNet (TIERED) with two pretext tasks.

CIFAR-FS [3]. The miniImageNet and tieredImageNet are the subsets of the
ILSVRC-12 dataset [8]. CUB-200-2011 is initially designed for fine-grained clas-
sification. The resolution of all images in the three datasets is resized to 84×84.
CIFAR-FS is a subset of CIFAR-100 and each image is resized to 32 × 32. See
Appendix A.3 for more details on the four few-shot benchmark datasets.
Implementation Details. We adopt the episodic training procedure under 5-
way 1-shot and 5-shot settings [38]. In each episode, 15 unlabeled query images
per class are used for the training and testing phases. We apply Conv4 (fil-
ters:64) and ResNet12 (filters: [64, 160, 320, 640]) as the encoder. Our model is
trained from scratch and uses the Adam optimizer with an initial learning rate
10−3. The hyperparameter βj = 0.1 for all experiments. Each mini-batch con-
tains four episodes and we use a validation set to select the best-trained model.
For all methods, we train 60,000 episodes for 1-shot and 40,000 episodes for 5-
shot [4]. We use PyTorch with one NVIDIA Tesla V100 GPU to implement all
experiments and report the average accuracy (%) with 95% confidence inter-
val over the 10,000 randomly sampled testing episodes. For our proposed HTS
framework, we consider ProtoNet as our FSL model unless otherwise stated, but
note that our framework is broadly applicable to other meta-learning based FSL
models. More implementation details are given in Appendix A.3.
Pretext Tasks. Following [16], as the entire input images during training is
important for image classification, we choose two same pretext tasks: rotation
and color permutation. We also give some subsets of the two tasks to meet the
needs of experiments. The rotation task has rotation1 (90◦), rotation2 (90◦,
180◦), rotation3 (90◦, 180◦, 270◦) and rotation4 (0◦, 90◦, 180◦, 270◦). The
color permutation task has color perm1 (GBR), color perm2 (GBR, BRG),
color perm3 (RGB, GBR, BRG) and color perm6 (RGB, GBR, BRG, GBR,
GRB, BRG, BGR). Note that our method can use arbitrary pretext tasks as it
adaptively learns efficient features and improves the performance of FSL task.

5.2 RQ1. Performance of Pretext Tasks in FSL

The experimental results in Fig. 3 illustrate the key motivation of this paper and
answer RQ1. Intuitively, when we use the pretext tasks to generate multiple sets
of augmented images, it can learn more knowledge and improve the performance
of the FSL model, like [26]. However, we find that not arbitrary pretext task has
good performance on downstream datasets, and we need to find suitable tasks
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Training →Testing Method 1-shot 5-shot

miniImagenet→
CUB-200-2011

ProtoNet
32.18±0.25 55.95±0.21

+HTS 39.57±0.17 60.56±0.18

tieredImageNet→
CUB-200-2011

ProtoNet
39.47±0.22 56.58±0.25

+HTS 42.24±0.20 60.71±0.18

tieredImageNet→
miniImageNet

ProtoNet
47.01±0.26 66.82±0.25

+HTS 55.29±0.20 72.67±0.16

Table 1. Classification accuracy (%) results comparison with 95% confidence intervals
for cross-domain evaluation with rotation3. More results see Appendix A.4.

Method Backbone Tricks

miniImageNet CUB-200-2011 CIFAR-FS tieredImageNet

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

MAML [10] Conv4-32 Fine-tuning 48.70±1.84 55.31±0.73 55.92±0.95 72.09±0.76 58.90±1.90 71.50±1.00 51.67±1.81 70.30±1.75
PN [11] Conv4-64 Train-SSL 53.63±0.43 71.70±0.36 - - 64.69±0.32 80.82±0.24 - -
CC [11] Conv4-64 Train-SSL 54.83±0.43 71.86±0.33 - - 63.45±0.31 79.79±0.24 - -
closer [4] Conv4-64 Train-DA 48.24±0.75 66.43±0.63 60.53±0.83 79.34±0.61 - - - -
CSS [1] Conv4-64 Train-SSL 50.85±0.84 68.08±0.73 66.01±0.90 81.84±0.59 56.49±0.93 74.59±0.72 - -
SLA [16] Conv4-64 Train-SSL 44.95±0.79 63.32±0.68 48.43±0.82 71.30±0.72 45.94±0.87 68.62±0.75 - -
PSST [5] Conv4-64 Train-SSL 57.04±0.51 73.17±0.48 - - 64.37±0.33 80.42±0.32 - -
CAN [13] Conv4-64 Train-DA 52.04±0.00 65.54±0.00 - - - - 52.45±0.00 66.81±0.00
HTS (ours) Conv4-64 Train&test-SSL 58.96±0.18 75.17±0.14 67.32±0.24 78.09±0.15 64.71±0.21 76.45±0.17 53.20±0.22 72.38±0.19

shot-Free [28] ResNet12 Train-DA 59.04±0.43 77.64±0.39 - - 69.20±0.40 84.70±0.40 66.87±0.43 82.64±0.39
MetaOpt [18] ResNet12 Train-DA 62.64±0.61 78.63±0.46 - - 72.00±0.70 84.20±0.50 65.81±0.74 82.64±0.39
Distill [37] ResNet12 Train&test-DA&KD 64.82±0.60 82.14±0.43 - - - - 71.52±0.69 86.03±0.49
HTS (ours) ResNet12 Train&test-SSL 64.95±0.18 83.89±0.15 72.88±0.22 85.32±0.13 73.95±0.22 85.36±0.14 68.38±0.23 86.34±0.18

Table 2. Accuracy (%) with rotation3. Best results are displayed in boldface.
Train/test-SSL/-DA mean using data augmentation and self-superivised learning dur-
ing training/testing. KD means knowledge distillation and & means “and” operation.

for different datasets. The results of ProtoNet+DA are significantly lower than
the baseline (ProtoNet), which proves our concern that it is unreasonable for
empirical risk minimization (ERM) to treat all samples equally (see Eq. (3)). For
ProtoNet+SSL, the results are slightly higher than the baseline in most cases,
which indicates that only using a shared encoder is not enough (see Eq. (4)).

5.3 RQ2. Performance of Pretext Tasks in HTS

To answer RQ2, we conduct experiments on both single domain and cross domain
with comparison to few-shot learning methods using the benchmark datasets.
Performance on single domain. Tab. 2 reports the average classification
accuracy. For fairness, we use the same backbone network to compare to state-
of-the-art meta-learning based FSL methods. From Tab. 2, we have the following
findings: (1) HTS improves the performance of the ProtoNet in most settings to
achieve a new state of the arts. This is because that our framework has the ad-
vantage of modeling relationships among these images and adaptively learning
augmented features via a gated selection aggregating component. This obser-
vation demonstrates our motivation and the effectiveness of our framework. (2)
One observation worth highlighting is that HTS not only outperforms traditional
meta-learning based methods, but also is superior to methods using pretext tasks
under DA or SSL settings. (3) Compared to [37], the results further show that
augmenting the query set can bring more benefits during the testing phase.
Performance on cross domain. In Tab. 1, we show the testing results on test-
ing domains using the model trained on training domains. The setting is chal-
lenging due to the domain gap between training and testing datasets. The results
clearly show that (1) HTS has significant performance in all cross-domain set-



12 M. Zhang et al.

Methods
under 5-way

miniImageNet CUB-200-2011 CIFAR-FS tieredImageNet

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

ProtoNet
[33]

44.42 64.24 51.31 70.77 51.90 69.95 49.35 67.28
+HTS DA 57.39 74.25 66.88 77.37 65.01 (+13.11) 75.23 52.92 70.18
+HTS SSL 58.96 (+14.54) 75.17 (+10.93) 67.32 (+16.01) 78.09 (+7.32) 64.71 76.45(+6.50) 53.20 (+3.85) 72.38 (+5.10)

RelationNet
[35]

49.31 66.30 62.45 76.11 55.00 69.30 54.48 71.32
+HTS DA 52.78 73.22 65.63 80.67 (+4.56) 57.68 73.09 55.44 72.88 (+1.56)
+HTS SSL 53.24 (+3.93) 73.57 (+7.27) 67.38 (+4.93) 79.00 58.60 (+3.60) 73.15 (+3.85) 56.09 (+0.61) 71.78

MatchingNet
[38]

48.14 63.48 61.16 72.86 53.00 60.23 54.02 70.11
+HTS DA 53.64 (+5.50) 63.67 63.29 73.17 55.57 (+2.57) 62.58 56.39 72.01
+HTS SSL 52.29 64.36 (+0.88) 63.54 (+4.93) 74.76 (+1.90) 55.18 63.87 (+3.64) 57.16 (+3.14) 72.60 (+2.49)

GNN
[32]

49.02 63.50 51.83 63.69 45.59 65.62 43.56 55.31
+HTS DA 59.06 72.80 61.69 73.46 52.35 71.66 55.32 69.48
+HTS SSL 60.52 (+11.50) 74.63 (+11.13) 62.85 (+11.02) 77.58 (+13.89) 58.31 (+12.72) 73.24 (+7.62) 55.73 (+12.17) 70.42(+15.11)

Table 3. Accuracy (%) by incorporating HTS (two-level trees) into each method with
rotation3 and the Conv4-64. Best results are displayed in boldface and performance
improvement in red text. Appendix A.2 shows the formulation of these methods.

(a) ProtoNet (b) Backbone (c) TreeLSTM

Fig. 4. (a)-(c) represent the t-SNE of the five class features. (b) and (c) are our method.

tings and obtains consistent improvements. (2) When CUB-200-2011 is selected
as the testing domain, the transferred performance of different training domains
has a large difference. It is caused by the degrees of domain gap. From the last
two rows, we find that all methods from tieredImageNet to miniImageNet have
a large improvement compared with CUB-200-2011, because the two datasets
come from the same database (ILSVRC-12), leading to a small domain gap.
Performance with other meta-learning based methods. To further verify
the effectiveness of HTS, we embed it into four meta-learning based methods:
ProtoNet [33], RelationNet [35], MatchingNet [38] and GNN [32]. Tab. 3 reports
the accuracy and we have the following findings: (1) our HTS is flexible and can
be combined with any meta-learning method, making the performance of these
methods significantly improved in all datasets. (2) In terms of our method, the
HTS SSL performs better than HTS DA in most cases, indicating that a single
label space is not best for learning the knowledge carried by these pretext tasks.
T-SNE visualization. For the qualitative analysis, we also apply t-SNE [15] to
visualize the embedding distribution obtained before and after being equipped
with HTS in ProtoNet. As shown in Fig. 4, (b) and (c) represent the features
obtained without and with using the TreeLSTM aggregator. The results show
that (1) our HTS can learn more compact and separate clusters indicating that
the learned representations are more discriminative. (2) Considering our method,
(c) is better than (b), which once again proves the effectiveness of the aggregator.

5.4 RQ3. Adaptive Selection Aggregation

One of the most important properties of our framework is that the learned
augmented features are different for different pretext tasks or child nodes. Thus,
in this subsection, we investigate if the proposed framework can adaptively learn
different forgetting gates for different child nodes, which aims to answer RQ3.
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Fig. 5. (a) is the forgetting gate for different child nodes (vertical axis) with the
same raw image (horizontal axis). (b) is the correlations of different augmented im-
ages (vertical axis is rotation1, horizontal axis is color perm1), where the diagonal
(or off-diagonal) line is based on the same raw (or different raw) images. (c)-(d) are
classification accuracy (%) for different numbers of levels under ProtoNet with HTS.

We visualize the average forgetting value (i.e., fm in Eq. (6)) for each child
node with the same raw image randomly sampled from CUB-200-2011. In Fig. 5
(a), we show the results of six raw images as we have similar observations on
other images and datasets. The darkness of a step represents the probability
that the step is selected for aggregation. We can find that (1) different types of
child nodes exhibit different forgetting values based on the same raw image. (2)
Different raw images focus on different child node features. These results further
explain that the contributions of different pretext tasks to the raw images are not
equal. In Fig. 5 (b), we also provide the correlation, i.e., the cosine similarity
of learned features of different types of augmentation based on the same raw
image. We clearly observe the correlations between augmentation with the same
raw image are large while the correlation between different raw images is small,
which meets our expectation that multiple sets of augmentation generated based
on the same raw image generally have similar relationships.

5.5 RQ4. Ablation Study

To answer RQ4, we conduct experiments to show the performance under different
pretext tasks, child nodes and levels. More experiments see Appendix A.5.
The effect of different pretext tasks. To show the performance of different
pretext tasks, we construct experiments based on the two-level trees (i.e. only
using a pretext task) for each specific pretext task with the same number of child
nodes on the miniImageNet and CUB-200-2011 under the 5-way 1-shot setting.
Fig. 6 (a) and (b) show the results. Along the horizontal axis, the number 0
indicates the baseline (i.e., ProtoNet) only using raw (FSL) images. The rota-
tion1/2/3 and color perm1/2/3 are used for the numbers 1/2/3, respectively. We
follow these findings: (1) all pretext tasks significantly improve the classification
performance and outperform the baseline. These results indicate that our HTS
does not need to manually define a suitable pretext task, and it can adaptively
learn useful information. (2) The color permutation task brings a higher boost
on miniImageNet and the rotation task has a good performance on CUB-200-
2011. It is because for fine-grained image classification, rotation angles can carry
affluent representations, but for a large of images, the color gain is higher.
The effect of different numbers of child nodes. We verify the perfor-
mance of the same pretext task with different numbers of child nodes on the
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Fig. 6. (a) and (b) indicate different pretext tasks with the same number of child nodes.
(c) and (d) indicate different numbers of child nodes with same pretext task.

miniImageNet under the 5-way 1-shot setting. Fig. 6 (c) and (d) show the results.
Along the horizontal axis, these integers are introduced in Sec. 5.1. From Fig. 6
(c)-(d), we have the following findings: (1) our proposed HTS method with the
two-level trees outperforms the ProtoNet in terms of all settings, which demon-
strates the effectiveness of our method to learn pretext tasks. (2) The perfor-
mance with different numbers of child nodes is different. The reason is that the
increase of child nodes is accompanied by large model complexity, leading to
overfitting and affecting the generalization ability of the FSL model.
The effect of different numbers of tree levels. We further verify the per-
formance of HTS with different numbers of levels on the four datasets under the
5-way 1-shot and 5-shot settings. Fig. 5 (c) and (d) show the results. Along the
horizontal axis, the integer 1 indicates only using FSL images, 2 using [rotation3],
3 using [rotation3; color perm2], 4 using [rotation3; color perm2; color perm3]
and 5 using [rotation3; color perm2; color perm3; rotation2]. We find that our
HTS method with different tree levels outperforms the original baseline (Pro-
toNet) using only raw (FSL) images. The different number of tree levels bring
model complexity and over-fitting problems, resulting in performance differences
among different levels. To save computational time and memory, two-level trees
are used, which achieves the new state-of-the-art performance.

6 Conclusion

In this paper, we study the problem of learning richer and transferable represen-
tations for few-shot image classification via pretext tasks. We propose a plug-in
hierarchical tree structure-aware (HTS) method that constructs tree structures
to address this problem. Specifically, we propose the hierarchical tree construct-
ing component, which uses the edge information to model the relationships of
different augmented and raw images, and uses the level to explore the knowl-
edge among different pretext tasks. On the constructed tree structures, we also
introduce the gated selection aggregating component, which uses the forgetting
gate to adaptively select and aggregate the augmented features and improve the
performance of FSL. Extensive experimental results demonstrate that our HTS
can achieve a new state-of-the-art performance on four benchmark datasets.
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6. Cubuk, E.D., Zoph, B., Mané, D., Vasudevan, V., Le, Q.V.: Autoaugment: Learning
augmentation strategies from data. In: IEEE Conference on Computer Vision and
Pattern Recognition, CVPR (2019)

7. Cui, W., Guo, Y.: Parameterless transductive feature re-representation for few-shot
learning. In: International Conference on Machine Learning,ICML (2021)

8. Deng, J., Dong, W., Socher, R., Li, L., Li, K., Li, F.: Imagenet: A large-scale
hierarchical image database. In: IEEE Conference on Computer Vision and Pattern
Recognition, CVPR (2009)

9. Feng, Z., Xu, C., Tao, D.: Self-supervised representation learning by rotation fea-
ture decoupling. In: IEEE Conference on Computer Vision and Pattern Recogni-
tion, CVPR (2019)

10. Finn, C., Abbeel, P., Levine, S.: Model-agnostic meta-learning for fast adaptation
of deep networks. In: International Conference on Machine Learning,ICML (2017)

11. Gidaris, S., Bursuc, A., Komodakis, N., Pérez, P., Cord, M.: Boosting few-shot
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