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1 REAL-X Formulation Development for Interpretation
of Classifiers

This section provides details about the connections of REAL-X formulation pre-
sented in [6] for dimensionality reduction of samples and its version for inter-
preting a classifier. At first, we show the REAL-X formulation for dimensionality
reduction for completeness and then derive its formulation for the interpretation
of classifiers. Please refer to Section 3.2 of the main text for a description of the
notations.

1.1 REAL-X for Dimensionality Reduction

Amortized Explanation Models (AEMs) [6, 1, 16, 2] aim to learn to predict a
‘sample-specific’ mask for each sample such that preserved features contain all
information related to an outcome. An outcome in REAL-X [6] is the target
(label) of the sample, i.e.,

P(y|x = x) = P(y|x = m(x)) (1)

Here P is the joint population distribution on inputs and targets that is unknown
in practice.

We emphasize that the goal is not to explain a classifier’s predictions in
this formulation. Instead, it is dimensionality reduction by only keeping input
features (pixels in images) that preserve the information related to labels of
samples.

REAL-X trains a selector model fβ(·) implemented with a Deep Neural Net-
work (DNN) function parameterized by β that predicts a distribution over pos-
sible explanatory masks for a given sample, and fβ(·) ∈ RD. The distribution is
factorized as a product of marginal Bernoulli distributions over mask’s pixels,
i.e.,
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qsel(m|x;β) =
D∏
i=1

qi(mi|x;β) (2)

qi(mi|x;β) ∼ Bernoulli((fβ(x))i)

During training, the selector model is encouraged to predicts masks that follow
Eq. (1). To do so, a predictor model is used that estimates population conditional
distribution of targets given masked inputs P(y|x = m(x)) and trained by the
following objective:

max
θ

E(x,y)∼PEm′∼B(0.5)[log(qpred(y = y|x = m′(x); θ))] (3)

This is equivalent to

min
θ

E(x,y)∼PEm′∼B(0.5)[KL(P(y|x = x)∥qpred(y|x = m′(x); θ))] (4)

where we represent the conditional population distribution P(y|x = x) with
one-hot vectors. Finally, given a pretrained predictor model, REAL-X trains a
selector model to maximize:

max
β

E(x,y)∼PEm′∼ qsel(m|x;β)[log(qpred(y = y|x = m′(x)))− ||m′||0] (5)

Similar to Eqs. (3, 4), the log-likelihood term in Eq. (5) can be replaced with

KL(P(y|x = x)||qpred(y|x = m′(x))) (6)

1.2 REAL-X for Interpretation of Classifiers

Now, we develop the formulation of REAL-X for interpreting a classifier’s pre-
dictions. The new goal is to learn to find a mask for each sample such that
it preserves information related to the classifier’s predictions in the remaining
input features, i.e.,

Qclass(y|x = x(i)) = Qclass(y|x = m(x(i))) (7)

Therefore, similar to Eq. (4), the objective for training a predictor model that
estimates the conditional distribution of the classifier given masked inputs will
be:

min
θ

x∼P(x)m′∼B(0.5)Lθ(x,m
′(x)) (8)

Lθ(x,m
′(x)) = KL(Qclass(y|x = x), qpred(y|x = m′(x); θ)) (9)
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where we have replaced the population conditional distribution P(y|x = x) in
Eq. (4) with the one for the classifier Qclass(y|x = x), which is usually imple-
mented as a softmax distribution.

Lastly, we can train a selector model guided by a pretrained predictor to
obey Eq. (7) by minimizing:

min
β

Ex∼P(x)Em′∼ qsel(m|x;β)[L(x,m
′(x)) + λ||m′||0] (10)

Again, this is equivalent to Eq. (5) by replacing the population conditional dis-
tribution P(y|x = x) in Eq. (6) with the one for the classifier, i.e., Qclass(y|x =
x). We use Eqs. (8, 10) to train REAL-X to explain decisions of a ResNet-56
architecture on CIFAR-10 in section 3.3 of the paper.

2 Implementation Details of Our AEM

As a recall, the formulation for training our AEM model is the selector minimiz-
ing:

min
β

Lsel(β) = Ex∼P(x)Em′∼qsel(m|x;β,v)[L(x,m
′(x)) + λ1R(m′) + λ2S(m′)]

(11)

R(m′) = ||m′||0

S(m′) =

M∑
i=1

N∑
j=1

[(m′
i,j −m′

i+1,j)
2 + (m′

i,j −m′
i,j+1)

2]

such that we factorize qsel(m|x;β,v) as a product of marginal Bernoulli distribu-
tions over the pixels. The parameters of Bernoulli distributions have RBF form
over pixel locations, i.e., we calculate the parameter for a pixel at location (z, t)
as:

fBP (z, t; cz, ct, σ) = exp (
−1

2σ2
[(z − cz)

2 + (t− ct)
2]) (12)

In this section, we provide more practical details about the implementation
of our AEM, namely the U-Net architecture’s layers and training procedure of
the selector model for ImageNet [13] and CIFAR-10 [8].
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2.1 U-Net Architecture

We use a U-Net [12] architecture with a feature filter module proposed in [2] to
implement the selector module of our AEM model. It provides the flexibility to
use the feature extractor backbone of the pretrained classifier (e.g., scales 1-5 of
ResNet [4] before its global average pooling layer) as the encoder of U-Net and
only train the decoder part for computational efficiency. The feature filter is an
embedding layer (denoted by C) learned along with the decoder that performs
the initial localization of the target class by attenuating spatial locations that
do not contain the target [2]. It applies such operation on the output of the
encoder before inputting it to the decoder. Formally, the output filtered feature
Z at spatial location (i, j) given input features X and target class embedding
Cy is calculated as:

Zi,j = Xi,jσ(X
T
i,jCy) (13)

3 Experimental Setup

We use CIFAR-10 [8] and ImageNet [3] to validate the effectiveness of our pro-
posed model. For all experiments, we train the original classifier from scratch
(CIFAR-10) or adopt PyTorch [11] pretrained models (ImageNet). To train the
AEM model, we follow two main steps: 1) We train the predictor with Eq. 6
in the paper using the same architecture as the classifier starting from scratch
(CIFAR-10) or PyTorch pretrained checkpoint (ImageNet). 2) We use the con-
volutional feature extraction backbone of the classifier as the encoder of the
selector’s U-Net architecture and keep it frozen during training the decoder for
computational efficiency. (Fig. 2 in the paper) The decoder is trained with ob-
jective 9 in the paper and steered by the trained predictor from the previous
step.

CIFAR-10: For CIFAR-10 experiments, we evaluate our model on ResNet-
56 [4] and MobileNetV2 [14]. We train the predictor model for 300 epochs for
both models with a mini-batch size of 128 using ADAM optimizer [7] with
a learning rate of 0.0001, exponential decay rates (β1, β2) = (0.9, 0.999), and
weight decay of 0.0001. We train the selector model for 10 epochs with mini-
batch size 16 and the same optimization configuration. We found that the pa-
rameter setting λ1 = 0.2 and λ2 = 0.001 perform well for both models. We
randomly partition the official training set with a 0.9/0.1 ratio to form our
training/validation sets and use the official test set as our test partition. Dur-
ing pruning, we select 5% of the official training set as the subset for pruning.
We choose γ1 = 0.5 and γ2 = 2.0 for pruning. We optimize Eq. 11 in the
paper for pruning for 200 epochs by using the subset with ADAM optimizer.
After pruning, we finetune the model for 200 epochs with SGD optimizer of mo-
mentum 0.9, weight decay 0.0001, and start learning rate 0.1. The mini-batch
size is 128 for both pruning and finetuning. As mentioned in section 3.5 and
Fig. 2 of the paper, we use the convolutional feature extraction backbone of the
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classifier as the encoder of the selector’s U-Net architecture and keep it frozen
during training the decoder for computational efficiency. ResNet-56 [4] and Mo-
bileNetV2 [14] architectures generate three scales of representations before their
average pooling layer considering (number of channels, spatial dimensions) from
a raw input with 3×32×32 spatial dimensions. ResNet-56 scales’ representations
have {(16, 32 × 32), (32, 16 × 16), (64, 8 × 8)} dimensions, and these values for
MobileNetV2 are {(32, 32×32), (96, 16×16), (1280, 8×8)}. Therefore, their fea-
ture filter embedding layers have 10× 64 and 10× 1280 dimensions respectively
(CIFAR-10 has 10 classes). We use two upsampling blocks for CIFAR-10 exper-
iments. These blocks are characterized by 3 parameters: number of their input
features’ channels, number of pass-through features’ channels (input features
from the U-Net’s encoder), and number of their output channels [2]. These val-
ues are {(64, 32, 32), (32, 16, 16)} and {(1280, 96, 96), (96, 32, 32)} for upsampling
layers of ResNet-56 and MobileNetV2 respectively. An upsampling layer, at first,
upsamples a low-resolution feature map by a factor of 2 using 2D-Convolution
and Pixel Shuffle blocks [15]. Then, it concatenates upsampled features with
pass-through features and applies three Bottleneck blocks [4] on them. Please
refer to our code implementations for more details.

Finally, we use a 2D-Convolution layer followed by three non-linearities that
map the last upsampling layer’s output to 3 values corresponding to predicted
(cz, ct, σ) parameters for the output RBF kernel. We set the kernel size of the
convolution filter to the upsampling layer’s output spatial dimension (32). In
addition, we set the number of output channels to 3. We use two different non-
linear activation functions, namely one for calculating cz, ct and the other for σ
that we elaborate on them in Section 3.

ImageNet: Most of the details are similar to the CIFAR-10 experiments
described above. We use ResNet-34, 50, 101 [4] and MobileNetV2 [14] to assess
our model’s performance on ImageNet [13]. Training on the full dataset is com-
putationally intensive. We randomly select 0.1/0.02 of the official training set
as our training/validation partitions and use the official validation set as our
test set for our AEM model’s training and evaluation. We train the predictor
for 100 epochs with batch size 128 and the selector for 5 epochs with batch size
64. The optimization parameters are the same as CIFAR-10 experiments. The
configuration λ1 = 1.0 and λ2 = 0.0001 showed convincing performance for all
architectures. In ImageNet, we use the previously mentioned subset for pruning.
During pruning, we optimize Eq. 11 in the paper for 100 epochs with the ADAM
optimizer. γ1 and γ2 are the same as the CIFAR-10 setting. After pruning, we
finetune all architectures for 100 epochs by using SGD with a momentum of
0.9 with a start learning rate of 0.1. For MobileNet-V2, we use a start learning
rate of 0.05 and a cosine annealing learning rate scheduler, as mentioned in the
original paper [14]. We set the weight decay to 0.0001 for ResNet models and
0.00004 for MobileNetV2. We implement our method using PyTorch [11]. Given
an input image with 3 channels and 224 × 224 spatial dimensions, ResNet-34,
50, and 101 calculate 5 scales with (number of channels, spatial dimensions) as
follows:



6 A. Ganjdanesh et al.

– {(64, 56× 56), (64, 56× 56), (128, 28× 28), (256, 14× 14), (512, 7× 7)}
for ResNet-34,

– {(64, 56×56), (256, 56×56), (512, 28×28), (1024, 14×14), (2048, 7×7)}
for ResNet-50 and ResNet 101,

– {(32, 112× 112), (24, 56× 56), (32, 28× 28), (96, 14× 14), (1280, 7× 7)}
for MobileNetV2.

Thus, the embedding layer of their feature filter layer is 1000× 512 for ResNet-
34, 1000 × 2048 for ResNet-50 as well as ResNet-101, and 1000 × 1280 for Mo-
bileNetV2.

We use 3 upsampling blocks for these architectures. The values of (# input
features’ channels, # pass-through features’ channels, # output channels) for
upsampling layers are as follows:

– {(512, 256, 256), (256, 128, 128), (128, 64, 64)} for ResNet-34.
– {(2048, 1024, 1024), (1024, 512, 512), (512, 256, 256)} for ResNet-50 and ResNet-

101.
– {(1280, 96, 96), (96, 32, 32), (32, 24, 24)} for MobileNetV2.

Finally, we use a 2D-Convolution with kernel size 56 and 3 output channels to
map the last upsampling layer’s outputs to 3 numbers for (cz, ct, σ).

Proposed Output Nonlinearities for the Selector Model Center’s Co-
ordinates Nonlinearity: As mentioned in Section 3.5 in the paper, if we con-
sider a two-axis coordinate system for an image’s spatial dimensions and the
system’s origin being on the center of it, the values cz, ct can take any real val-
ues theoretically. However, we know that the salient part of the image is within
its spatial dimensions, e.g., cz, ct ∈ [−16, 16] for CIFAR-10 images with 32× 32
size. Therefore, we use Tanh non-linearity to ensure that the output values are in
the range of image dimensions. In addition, to prevent the vanishing gradients
phenomenon in Tanh, we set its ‘active’ range being roughly equal to spatial
dimensions of an input image, i.e., we calculate cz, ct as:

– cz = 14 ∗ Tanh(uz/14) + 16
– ct = 14 ∗ Tanh(ut/14) + 16

We show this functional form in Fig. 1. As can be seen, when its input u lies in
the interval [−14, 14], the output lies in [2, 30], which corresponds to the 28× 28
frame into a 32× 32 image. Moreover, when u ∈ [−14, 14], the Tanh function is
in its active form, which prevents the known vanishing gradient challenge with
Tanh.

For ImageNet experiments, we use the following form to ensure that the
center of predicted RBF is in the central 220× 220 frame of a 224× 224 image,
and we show it in Fig. 3.

– cz = 108 ∗ Tanh(uz/108) + 112
– ct = 108 ∗ Tanh(ut/108) + 112
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Fig. 1: Our proposed nonlinear function to calculate the center’s coordinates of
a predicted RBF Kernel of the selector for the CIFAR-10 dataset.

Expansion Parameter’s (σ) Nonlinearity: the parameter σ in Eq. (12) de-
termines the degree of RBF expansion on an input image’s surface and should
be a positive real number. Therefore, we use ‘Softplus’ non-linearity to calculate
it, which is a smooth approximation of ReLU [10] and is always positive. It is
calculated with the formula SoftP lus(u) = log(1 + exp(u)) and is shown in the
Fig. 2. We use this function to calculate the expansion parameter for both sets
of experiments on CIFAR-10 and ImageNet.
Selector Network’s Training Initialization: We use the standard network
initialization implemented in PyTorch [11] to train a decoder of a selector’s
U-Net. However, this initialization makes the output values of the output 2D-
convolution layer close to zero at the beginning of training. As a result, the
output σ will be close to zero, and it may cause instability in the starting itera-
tions of training. To prevent such instability, we empirically found that setting
the 2D-convolution layer’s bias weight corresponding to σ to be about a third of
the input image’s spatial dimension can make the model’s convergence faster and
training more stable. Thus, we initialize the bias weight to be 10 for CIFAR-10
experiments and 80 for ImageNet ones.

3.1 Gumbel-Sigmoid Reparameterization Strategy for Training
Selector Model

We use Eq. (11) as the objective to train our selector model. Thus, we need to
minimize the expectation on masks that the selector model parameterizes their
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Fig. 2: Our proposed nonlinear function to calculate the expansion parameter of
a predicted RBF Kernel of the selector for the CIFAR-10 dataset.

distribution. Empirically, we use Monte-Carlo sampling and sample one mask for
each input image x. However, sampling is not a differentiable operation. Hence,
it is impossible to train the selector’s parameters by optimizing them using back-
propagation schemes when we directly sample from the predicted distribution.
A workaround to this problem is to replace non-differentiable sampling from a
categorical distribution with a differentiable sampling from the Gumbel-Sigmoid
distribution [5, 9]. In summary, the binary mask can be generated by using the
following function with the Gumbel-Sigmoid trick:

mi,j =
1

1 + exp(− log(fBP (i,j;cz,ct,σ))+gj
τ )

(14)

such that gi values are sampled from the Gumbel distribution, and τ is called
the ‘temperature’ parameter that determines ‘sharpness’ of the sample. Low τ
values result in samples close to Bernoulli distribution (binary), but higher τ
values make the output distribution more similar to uniform. We set τ = 1 for
training our selector model for all experiments. We then can insert Eq. (14) into
Eq. (11) to optimize the selector model.
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Fig. 3: Our proposed nonlinear function to calculate the center’s coordinates of
a predicted RBF Kernel of the selector for the ImageNet dataset.

3.2 More Details about Pruning

Similarly, we also use Gumbel-Sigmoid trick to characterize each channel:

vl =
1

1 + exp(− θgl+gj+b

τ )
(15)

where θgl is the parameters for l-th layer, and v = [v1, · · · , vL]. We also insert
a constant b for starting pruning from the whole model. In experiments, we set
b = 3 and τ = 0.4 for pruning channels. To achieve pruning, we multiply vl to
its corresponding feature map Fl after activation functions:

F̂l = vl ⊙Fl (16)

where ⊙ is element-wise product, and vl is first expanded to the same size of Fl.
In practice, we let Rres(x, y) = log(max(x, y)/y), which effectively push Rres

to 0. Other regression loss functions like MSE and MAE can not achieve similar
functions, and they often fail when applied to compact models like MobileNet-
V2 [14].

3.3 More Samples of our AEM’s Predictions

We show visual examples of our proposed AEM’s predictions on ImageNet and
CIFAR-10 in the following pages. In each row from left to right, we show an



10 A. Ganjdanesh et al.

input image, the predicted distribution of explanatory masks over the input, the
predicted distribution shown over the input image, a mask sampled from the
predicted distribution, and the input masked by the sampled mask. ImageNet
images have higher resolution than CIFAR-10 ones. Thus, their sampled masks
look more coherent than CIFAR-10 images. However, we can see that our selector
model almost always puts the mode of its RBF kernel on the salient part of the
input.
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Fig. 4: ImageNet Examples. Columns from left to right: input image, dis-
tribution over explanatory masks predicted by selector, predicted distribution
shown over input, a sampled mask from the predicted distribution, and input
image masked by the sampled mask. Class of input images from top to
bottom: ‘Gyromitra’, ‘Honeycomb’, ‘Strainer’, ‘English springer’, ‘Indri brevi-
caudatus’, ‘Hartebeest’.
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Fig. 5: ImageNet Examples. Columns from left to right: input image,
distribution over explanatory masks predicted by selector, predicted distribution
shown over input, a sampled mask from the predicted distribution, and input
image masked by the sampled mask. Class of input images from top to
bottom: ‘Australian terrier’, ‘Scoreboard’, ‘Microwave oven’, ‘Barn’, ‘Rosehip’,
‘Samoyed’.
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Fig. 6: ImageNet Examples. Columns from left to right: input image,
distribution over explanatory masks predicted by selector, predicted distribution
shown over input, a sampled mask from the predicted distribution, and input
image masked by the sampled mask. Class of input images from top to
bottom: ‘Miniskirt’, ‘Soccer ball’, ‘Jeep’, ‘Albatross’, ‘Tench’, ‘China cabinet’.
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Fig. 7: ImageNet Examples. Columns from left to right: input image, dis-
tribution over explanatory masks predicted by selector, predicted distribution
shown over input, a sampled mask from the predicted distribution, and input
image masked by the sampled mask. Class of input images from top to bot-
tom: ‘Kimono’, ‘Whippet’, ‘Poncho’, ‘Drilling Platform’, ‘Steel Drum’, ‘Black
Grouse’.
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Fig. 8: ImageNet Examples. Columns from left to right: input image, dis-
tribution over explanatory masks predicted by selector, predicted distribution
shown over input, a sampled mask from the predicted distribution, and input
image masked by the sampled mask. Class of input images from top to bot-
tom: ‘Binoculars’, ‘Horned viper’, ‘Native bear’, ‘Hedgehog’, ‘Japanese spaniel’,
‘Reel’.
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Fig. 9: CIFAR-10 Examples. Class of input images from top to bot-
tom: ‘Ship’, ‘Truck’, ‘Automobile’, ‘Frog’, ‘Horse’, ‘Bird’, ‘Airplane’, ‘Bird’,
‘Dog’ ‘Cat’, ‘Cat’, ‘Cat’, ‘Bird’.
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Fig. 10:CIFAR-10 Examples. Class of input images from top to bottom:
‘Bird’, ‘Ship’, ‘Frog’, ‘Cat’, ‘Dog’, ‘Frog’, ‘Airplane’, ‘Automobile’, ‘Horse’ ‘Bird’,
‘Bird’, ‘Deer’, ‘Horse’.
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Fig. 11:CIFAR-10 Examples. Class of input images from top to bottom:
‘Frog’, ‘Ship’, ‘Ship’, ‘Cat’, ‘Airplane’, ‘Ship’, ‘Horse’, ‘Horse’, ‘Truck’, ‘Dog’,
‘Automobile’, ‘Frog’, ‘Deer’.
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Fig. 12: CIFAR-10 Examples. Class of input images from top to bot-
tom: ‘Dog’, ‘Airplane’, ‘Horse’, ‘Automobile’, ‘Horse’, ‘Ship’, ‘Ship’, ‘Automo-
bile’, ‘Cat’, ‘Airplane’, ‘Ship’, ‘Airplane’, ‘Dog’.
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