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Abstract. Cryo-electron microscopy (cryo-EM) has become a tool of
fundamental importance in structural biology, helping us understand
the basic building blocks of life. The algorithmic challenge of cryo-EM
is to jointly estimate the unknown 3D poses and the 3D electron scat-
tering potential of a biomolecule from millions of extremely noisy 2D
images. Existing reconstruction algorithms, however, cannot easily keep
pace with the rapidly growing size of cryo-EM datasets due to their high
computational and memory cost. We introduce cryoAI, an ab initio re-
construction algorithm for homogeneous conformations that uses direct
gradient-based optimization of particle poses and the electron scattering
potential from single-particle cryo-EM data. CryoAI combines a learned
encoder that predicts the poses of each particle image with a physics-
based decoder to aggregate each particle image into an implicit repre-
sentation of the scattering potential volume. This volume is stored in
the Fourier domain for computational efficiency and leverages a modern
coordinate network architecture for memory efficiency. Combined with a
symmetric loss function, this framework achieves results of a quality on
par with state-of-the-art cryo-EM solvers for both simulated and exper-
imental data, one order of magnitude faster for large datasets and with
significantly lower memory requirements than existing methods.
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1 Introduction

Understanding the 3D structure of proteins and their associated complexes is cru-
cial for drug discovery, studying viruses, and understanding the function of the
fundamental building blocks of life. Towards this goal, cryo-electron microscopy
(cryo-EM) of isolated particles has been developed as the go-to method for imag-
ing and studying molecular assemblies at near-atomic resolution [21,31,39]. In a
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Fig. 1. (a) (Top) Illustration of a cryo-EM experiment. Molecules are frozen in a ran-
dom orientation and their electron scattering potential (i.e., volume) V interacts with
an electron beam imaged on a detector. (Bottom) Noisy projections (i.e., particles) of
V selected from the full micrograph measured by the detector. (b) Output of a recon-
struction algorithm: poses ϕi and volume V . Each pose is characterized by a rotation
in SO(3) (hue represents in-plane rotation) and a translation in R2 (not shown). An
equipotential surface of V is shown on the right. (c) Evolution of the maximum num-
ber of images collected in one day [29] and established and emerging state-of-the-art
reconstruction methods.

cryo-EM experiment, a purified solution of the molecule of interest is frozen in
a thin layer of vitreous ice, exposed to an electron beam, and randomly oriented
projections of the electron scattering potential (i.e., the volume) are imaged on
a detector (Fig. 1 (a)). These raw micrographs are then processed by an algo-
rithm that reconstructs the volume and estimates the unknown pose, including
orientation and centering shift, of each particle extracted from the micrographs
(Fig. 1 (b)).

Recent advances in sample preparation, instrumentation, and data collection
capabilities have resulted in very large amounts of data being recorded for each
cryo-EM experiment [4,29] (Fig. 1 (c)). Millions of noisy (images of) particles,
each with an image size on the order of 1002–4002 pixels, need to be processed
by the reconstruction algorithm to jointly estimate the pose of each particle
and the unknown volume. Most existing algorithms that have been success-
ful with experimental cryo-EM data address this problem using a probabilistic
approach that iteratively alternates between updating the volume and the esti-
mated poses [44,37,59,61]. The latter “orientation matching” step, however, is
computationally expensive, requiring an exhaustive search in a 5-dimensional
space (ϕi ∈ SO(3) × R2) for each particle. In spite of using smart pose search
strategies and optimization schedules, the orientation matching step is the pri-
mary bottleneck of existing cryo-EM reconstruction algorithms, requiring hours
to estimate a single volume and scaling poorly with increasing dataset sizes.

We introduce cryoAI, a technique that uses direct gradient-based optimiza-
tion to jointly estimate the poses and the electron scattering potential of a non-
deformable molecule (homogeneous reconstruction). Our method operates in an
unsupervised manner over a set of images with an encoder–decoder pipeline.
The encoder learns a discriminative model that associates each particle image
with a pose and the decoder is a generative physics-based pipeline that uses the
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predicted pose and a description of the volume to predict an image. The volume
is maintained by an implicit, i.e., neural network–parameterized, representation
in the decoder, and the image formation model is simulated in Fourier space,
thereby avoiding the approximation of integrals via the Fourier-slice theorem
(see Sec. 3.1). By learning a mapping from images to poses, cryoAI avoids the
computationally expensive step of orientation matching that limits existing cryo-
EM reconstruction methods. Our approach thus amortizes over the size of the
dataset and provides a scalable approach to working with modern, large-scale
cryo-EM datasets. We demonstrate that cryoAI performs homogeneous recon-
structions of a comparable resolution but with nearly one order of magnitude
faster runtime than state-of-the-art methods using datasets containing millions
of particles.

Specifically, our contributions include

– a framework that learns to map images to particle poses while reconstructing
an electron scattering potential for homogeneous single-particle cryo-EM;

– demonstration of reconstruction times and memory consumption that amor-
tize over the size of the dataset, with nearly an order of magnitude improve-
ment over existing algorithms on large datasets;

– formulations of a symmetric loss function and an implicit Fourier-domain
volume representation that enable the high-quality reconstructions we show.

Source code is available at https://github.com/compSPI/cryoAI.

2 Related Work

Estimating the 3D structure of an object from its 2D projections with known
orientations is a classical problem in tomography and has been solved using
backprojection-based methods [18,43] or compressive sensing–style solvers [8,12].
In cryo-EM, the reconstruction problem is complicated by several facts: (1)
the poses of the unknown object are also unknown for all projections; (2) the
signal-to-noise ratio (SNR) is extremely low (around −20 dB for experimen-
tal datasets [6,5]); (3) the molecules in a sample can deform and be frozen in
various (unknown) conformations. Unlike homogeneous reconstruction methods,
heterogeneous methods take into account the deformations of the molecule and
reconstruct a discrete set or a low-dimensional manifold of conformations. Al-
though they give more structural information, most recent heterogeneous meth-
ods [59,36,62,9] assume the poses to be known. For each particle i, a pose ϕi is
defined by a rotation Ri ∈ SO(3) and a translation ti ∈ R2. In this work, we
do not assume the poses to be known and aim to estimate the electron scat-
tering function V of a unique underlying molecule in a homogeneous setting.
We classify previous work on pose estimation into two inference categories [11]:
non-amortized and amortized.

Non-amortized Inference refers to a class of methods where the poste-
rior distribution of the poses p(ϕi|Yi, V ) is computed independently for each im-
age Yi. Common-line approaches [51,47,55,16,35,57], projection-matching strate-
gies [33,3] and Bayesian formulations [24,10,45,37] belong to this category. The
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software package RELION [44] widely popularized the Bayesian approach by
performing Maximum-A-Posteriori (MAP) optimization through Expectation–
Maximization (EM). Posterior distributions over the poses (and the optional
conformational states) are computed for each image in the expectation step
and all frequency components of the volume are updated in the maximization
step, which makes the approach computationally costly. The competing software
cryoSPARC [37] proposed to perform MAP optimization jointly using stochastic
gradient descent (SGD) to optimize the volume V and branch-and-bound algo-
rithms [22] to estimate the poses ϕi. While a gradient-based optimization scheme
for V circumvents the costly updates in the maximization step of RELION, a
pose must be estimated for each image by aligning each 2D projection Yi with
the estimated 3D volume V . Although branch-and-bound algorithms can accel-
erate the pose search, this step remains computationally expensive and is one of
the bottlenecks of the method in terms of runtime. Ullrich et al. [50] proposed
a variational and differentiable formulation of the optimization problem in the
Fourier domain. Although they demonstrated that their method can estimate
the volume when poses are known, they also showed that jointly optimizing the
pose posterior distributions by SGD fails due to the high non-convexity of the
problem. Instead of parameterizing the volume with a 3D voxel array, Zhong
et al. proposed in cryoDRGN [60,59,61] to use a coordinate-based representa-
tion (details in Sec. 3.4) to directly approximate the electron scattering function
in Fourier space. Their neural representation takes 3D Fourier coordinates and
a latent vector encoding the conformational state as input, therefore account-
ing for continuous deformations of the molecule. The latest published version
of cryoDRGN [59] reports excellent results on the reconstruction of conforma-
tion heterogeneities but assumes the poses to be determined by a consensus
reconstruction. Poses are jointly estimated with V in cryoDRGN-BNB [60] and
cryoDRGN2 [61], but in spite of a frequency-marching strategy, the use of a
branch-and-bound algorithm and a later introduced multi-resolution approach
the global 5D pose search remains the most computationally expensive step in
their pipeline.

Amortized Inference techniques, on the other hand, learn a parameter-
ized function qξ(Yi) that approximates the posterior distribution of the poses
p(ϕi|Yi, V ) [14]. At the expense of optimizing the parameter ξ, these techniques
avoid the orientation matching step which is the main computational bottleneck
in non-amortized methods. Lian et al [23] demonstrated the possibility of using
a convolutional neural network to approximate the mapping between cryo-EM
images and orientations, but their method cannot perform end-to-end volume
reconstruction. In cryoVAEGAN [27], Miolane et al. showed that the in-plane
rotation could be disentangled from the contrast transfer function (CTF) pa-
rameters in the latent space of an encoder. Rosenbaum et al. [41] were the first
to demonstrate volume reconstruction from unknown poses in a framework of
amortized inference. In their work, distributions of poses and conformational
states are predicted by the encoder of a Variational Autoencoder (VAE) [20]. In
their model-based decoder, the predicted conformation is used to deform a base
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backbone frame of Gaussian blobs and the predicted pose is used to make a pro-
jection of these blobs. The reconstructed image is compared to the measurement
in order to optimize the parameters of both the encoder and the decoder. While
this method is able to account for conformational heterogeneity in a dataset, it
requires a priori information about the backbone frame. CryoPoseNet [30] pro-
posed a non-variational autoencoder framework that can perform homogeneous
reconstruction with a random initialization of the volume, avoiding the need for
prior information about the molecule. Although it demonstrated the possibility
of using a non-variational encoder to predict the orientations Ri, cryoPoseNet
assumes the translations ti to be given and the volume is stored in real space in
the decoder (while the image formation model is in Fourier space, see Sec. 3.1),
thereby requiring a 3D Fourier transform at each forward pass and making the
overall decoding step slow. The volume reconstructed by cryoPoseNet often gets
stuck in local minima, which is a problem we also address in this paper (see
Sec. 3.5). Finally, the two last methods only proved they could be used with
simulated datasets and, to the best of our knowledge, no amortized inference
technique for volume estimation from unknown poses have been proven to work
with experimental datasets in cryo-EM.

Previous methods differ in the way poses are inferred in the generative model.
Yet, the only variable of interest is the description of the conformational state (for
heterogeneous methods) and associated molecular volumes, while poses can be
considered “nuisance” variables. As a result, recent works have explored methods
that avoid the inference of poses altogether, such as GAN-based approaches [1].
CryoGAN [17], for example, used a cryo-EM simulator and a discriminator neural
network to optimize a 3D volume. Although preliminary results are shown on
experimental datasets, the reconstruction cannot be further refined with other
methods due to the absence of predicted poses.

Our approach performs an amortized inference of poses and therefore cir-
cumvents the need for expensive searches over SO(3)×R2, as in non-amortized
techniques. In the implementation, no parameter needs to be statically associated
with each image. Consequently, the memory footprint and the runtime of our al-
gorithm does not scale with the number of images in the dataset. We introduce a
loss function called “symmetric loss” that prevents the model from getting stuck
in local minima with spurious planar symmetries. Finally, in contrast to previous
amortized inference techniques, our method can perform volume reconstruction
on experimental datasets.

3 Methods

3.1 Image Formation Model and Fourier-slice Theorem

In a cryo-EM sample, the charges carried by each molecule and their surrounding
environment create an electrostatic potential that scatters probing electrons,
which we refer to as the electron scattering “volume,” and consider as a mapping
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Encoder

Neural Representation

Fig. 2. Overview of our pipeline. The encoder, parameterized by ξ learns to map im-
ages Yi to their associated pose ϕi = (Ri, ti). The matrix Ri rotates a slice of 3D
coordinates in Fourier space. The coordinates are fed into a neural representation of
V̂ , parameterized by θ. The output is multiplied by the CTF Ci and the translation
operator T̂ti to build X̂i, a noise-free estimation of F2D[Yi] = Ŷi. X̂i and Ŷi are com-
pared via the symmetric loss Lsym. Differentiable parameters are represented in blue.

V : R3 → R. (1)

In the sample, each molecule i is in an unknown orientation Ri ∈ SO(3) ⊂ R3×3.
The probing electron beam interacts with the electrostatic potential and its
projections

Qi : (x, y) 7→
∫
z

V
(
Ri · [x, y, z]T

)
dz (2)

are considered mappings from R2 to R. The beam then interacts with the lens
system characterized by the Point Spread Function (PSF) Pi and individual
particles are cropped from the full micrograph. The obtained images may not
be perfectly centered on the molecule and small translations are modeled by
ti ∈ R2. Finally, taking into account signal arising from the vitreous ice into
which the molecules are embedded as well as the non-idealities of the lens and
the detector, each image Yi is generally modeled as

Yi = Tti ∗ Pi ∗Qi + ηi (3)

where ∗ is the convolution operator, Tt the t-translation kernel and ηi white
Gaussian noise on R2 [53,44].

With a formulation in real space, both the integral over z in Eq. (2) and
the convolution in Eq. (3) make the simulation of the image formation model
computationally expensive. A way to avoid these operations is to use the Fourier-
slice Theorem [7], which states that for any volume V and any orientation Ri,

F2D [Qi] = Si [F3D [V ]] , (4)

where F2D and F3D are the 2D and 3D Fourier transform operators and Si the
“slice” operator defined such that for any V̂ : R3 → C,

Si[V̂ ] : (kx, ky) 7→ V̂
(
Ri · [kx, ky, 0]T

)
. (5)
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That is, Si[V̂ ] corresponds to a 2D slice of V̂ with orientation Ri and passing
through the origin. In a nutshell, if Ŷi = F2D[Yi] and V̂ = F3D [V ], the image
formation model in Fourier space can be expressed as

Ŷi = T̂ti ⊙ Ci ⊙ Si[V̂ ] + η̂i, (6)

where ⊙ is the element-wise multiplication, Ci = F2D [Pi] is the Contrast Trans-
fer Function (CTF), T̂t the t-translation operator in Fourier space (phase shift)
and η̂i complex white Gaussian noise on R2. Based on this generative model,
cryoAI solves the inverse problem of inferring V̂ , Ri and ti from Ŷi assuming Ci

is known.

3.2 Overview of CryoAI

CryoAI is built with an autoencoder architecture (see Fig. 2). The encoder takes
an image Yi as input and outputs a predicted orientation Ri along with a pre-
dicted translation ti (Sec. 3.3). Ri is used to rotate a 2-dimensional grid of L2

3D-coordinates [kx, ky, 0] ∈ R3 which are then fed into the neural network V̂θ.
This neural network is an implicit representation of the current estimate of the
volume V̂ (in Fourier space), and this query operation corresponds to the “slic-
ing” defined by Eq. (5) (Sec. 3.4). Based on the estimated translation ti and
given CTF parameters Ci, the rest of the image formation model described in
Eq. (6) is simulated to obtain X̂i, a noise-free estimation of Ŷi. These images are
compared using a loss described in Sec. 3.5 and gradients are backpropagated
throughout the differentiable model in order to optimize both the encoder and
the neural representation.

3.3 Pose Estimation

CryoAI uses a Convolutional Neural Network (CNN) to predict the parameters
Ri and ti from a given image, thereby avoiding expensive orientation matching
computations performed by other methods [44,37,61]. The architecture of this
encoder has three layers.

1. Low-pass filtering : Yi ∈ RL×L is fed into a bank of Gaussian low-pass filters.
2. Feature extraction: the filtered images are stacked channel-wise and fed into

a CNN whose architecture is inspired by the first layers of VGG16 [46], which
is known to perform well on image classification tasks.

3. Pose estimation: this feature vector finally becomes the input of two separate
fully-connected neural networks. The first one outputs a vector of dimension
6 of S2 × S2 [63] (two vectors on the unitary sphere in R3) and converted
into a matrix Ri ∈ R3×3 using the PyTorch3D library [38]. The second one
outputs a vector of dimension 2, directly interpreted as a translation vector
ti ∈ R2.

We call ξ the set of differentiable parameters in the encoder described above.
We point the reader to Supp. B for more details about the architecture of the
encoder.
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3.4 Neural Representation in Fourier Space (FourierNet)

Instead of using a voxel-based representation, we maintain the current estimate
of the volume using a neural representation. This representation is parameterized
by θ and can be see seen as a mapping V̂θ : R3 → C.

In imaging and volume rendering, neural representations have been used
to approximate signals defined in real space [32,2,13,25,49]. Neural Radiance
Field (NeRF) [26] is a successful technique to maintain a volumetric represen-
tation of a real scene. A view-independent NeRF model, for example, maps real
3D-coordinates [x, y, z] to a color vector and a density scalar using positional
encoding [52] and a set of fully-connected layers with ReLU activation func-
tions. Sinusoidal Representation Networks (SIRENs) [48] can also successfully
approximate 3D signed distance functions with a shallow fully-connected neural
network using sinusoidal activation functions. However, these representations are
tailored to approximate signals defined in real space. Here, we want to directly
represent the Fourier transform of the electrostatic potential of a molecule. Since
this potential is a smooth function of the spatial coordinates, the amplitude of
its Fourier coefficients V̂ (k) is expected to decrease with |k|, following a power
law (see Supp. C for more details). In practice, this implies that |V̂ | can vary
over several orders of magnitude and SIRENs, for example, are known to poorly
approximate these types of functions [48]. The first method to use neural repre-
sentations for volume reconstruction in cryo-EM, cryoDRGN [60,61], proposed to
use a Multi-Layer Perceptron (MLP) with positional encoding in Hartley space
(where the FST still applies).

With our work, we introduce a new kind of neural representation (Fourier-
Net), tailored to represent signals defined in the Fourier domain, inspired by the
success of SIRENs for signals defined in real space. Our idea is to allow a SIREN
to represent a signal with a high dynamic range by raising its output in an
exponential function. Said differently, the SIREN only represents a signal that
scales logarithmically with the approximated function. Since Fourier coefficients
are defined on the complex plane, we use a second network in our implicit rep-
resentation to account for the phase variations. This architecture is summarized
in Fig. 2 and details on memory requirements are given in Supp. C. Input coor-
dinates [kx, ky, kz] are fed into two separate SIRENs outputting 2-dimensional
vectors. For one of them, the exponential function is applied element-wise and
the two obtained vectors are finally element-wise mutliplied to produce a vec-
tor in R2, mapped to C with the Cartesian coordinate system. Since V̂θ must
represent the Fourier transform of real signals, we know that it should verify
V̂θ(−k) = V̂θ(k)

∗. We enforce this property by defining

V̂θ(k) = V̂θ(−k)∗ if kx < 0. (7)

Benefits of this neural representation are shown on 2-dimensional signals in the
Supp. C.

The neural representation is queried for a set of L2 3D-coordinates [kx, ky, kz],

thereby producing a discretized slice Si[V̂θ] ∈ CL×L. The rest of the image
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formation model (6) is simulated by element-wise multiplying Si[V̂θ] by the CTF
Ci and a translation matrix,

X̂i = T̂ti ⊙ Ci ⊙ Si[V̂θ], (8)

where T̂ti is defined by

T̂ti(k) = exp (−2jπk · ti) . (9)

The parameters of the CTF are provided by external CTF estimation softwares
such as CTFFIND [40]. The whole encoder–decoder pipeline can be seen as a
function that we call Γξ,θ, such that X̂i = Γξ,θ(Yi).

3.5 Symmetric Loss

In the image formation model of Eq. (3), the additive noise ηi is assumed to be
Gaussian and uncorrelated (white Gaussian noise) [53,44], which means that its
Fourier transform η̂i follows the same kind of distribution. Therefore, maximum
likelihood estimation on a batch B amounts to the minimization of the L2-loss.

Nonetheless, we empirically observed that using this loss often led the model
to get stuck in local minima where the estimated volume showed spurious planar
symmetries (see Sec. 4.3). We hypothesize that this behaviour is linked to the
fundamental ambiguity contained in the image formation model in which, given
unknown poses, one cannot distinguish two “mirrored” versions of the same
volume [42]. We discuss this hypothesis in more detail in Supp. D. To solve this
problem, we designed a loss that we call “symmetric loss” defined as

Lsym =
∑
i∈B

min
{
∥Ŷi − Γξ,θ(Yi)∥2, ∥Rπ[Ŷi]− Γξ,θ (Rπ [Yi])∥2

}
(10)

where Rπ applies an in-plane rotation of π on L × L images. Using the sym-
metric loss, the model can be supervised on a set of images Yi in which the pre-
dicted in-plane rotation (embedded in the predicted matrix Ri) can always fall
in [−π/2, π/2] instead of [−π, π]. As shown in Sec. 4.3 and explained in Supp. D,
this prevents cryoAI from getting stuck in spuriously symmetrical states.

4 Results

We qualitatively and quantitatively evaluate cryoAI for ab initio reconstruction
of both simulated and experimental datasets. We first compare cryoAI to the
state-of-the-art method cryoSPARC [37] in terms of runtime on a simulated
dataset of the 80S ribosome with low levels of noise. We then compare our
method with baseline methods in terms of resolution and pose accuracy on sim-
ulated datasets with and without noise (spike, spliceosome). Next, we show that
cryoAI can perform ab initio reconstruction on an experimental cryo-EM dataset
(80S ), which is the first time for a method estimating poses in an amortized fash-
ion. Finally, we highlight the importance of a tailored neural representation in
the decoder and the role of the symmetric loss in an ablation study.
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Initialization t = 0:35 h t = 4:50 h

CryoSPARCCryoAI

Fig. 3. (Left) Time to reach 10 Å of resolution with cryoAI (range and average over
5 runs per datapoint) and cryoSPARC vs. number of images in the simulated 80S
dataset. (Right) Estimated volume at initialization and after 35 min of running cryoAI
vs. cryoSPARC after convergence, with 9M images.

4.1 Reconstruction on Simulated Datasets

Experimental Setup. We synthesize three datasets from deposited Protein
Data Bank (PDB) structures of the Plasmodium falciparum 80S ribosome (PDB:
3J79 and 3J7A) [56], the SARS-CoV-2 spike protein (PDB: 6VYB) [54] and the
pre-catalytic spliceosome (PDB: 5NRL) [34]. First, a 3D grid map, the ground-
truth volume, is generated in ChimeraX [15] from each atomic model using the
steps described in Supp. A. Then a dataset is generated from the ground-truth
volume using the image formation model described in Sec. 3.1. Images are sam-
pled at L = 128. Rotations Ri are randomly generated following a uniform
distribution over SO(3) and random translations ti are generated following a
zero-mean Gaussian distribution (σ = 20 Å). The defocus parameters of the
CTFs are generated with a log-normal distribution. We build noise-free (ideal)
and noisy versions of each dataset (SNR = 0dB for 80S, SNR = −10dB for the
others, see Supp. E for details). We compare cryoAI with three baselines: the
state-of-the-art software cryoSPARC v3.2.0 [37] with default settings, the neu-
ral network–based method cryoDRGN2 [61] and the autoencoder-based method
cryoPoseNet [30] (with the image formation model in real space in the decoder,
see Supp. A). We quantify the accuracy of the reconstructed volume by com-
puting the Fourier Shell Correlations (FSC) between the reconstruction and the
ground truth and reporting the resolution at the 0.5 cutoff. All experiments are
run on a single Tesla V100 GPU with 8 CPUs.

Convergence Time. We compare cryoAI with cryoSPARC in terms of
runtime for datasets of increasing size in Fig. 3. We use the simulated 80S
dataset and define the running time as the time needed to reach a resolution
of 10 Å (2.65 pixels), which is a sufficiently accurate resolution to perform re-
finement with cryoSPARC (see workflow in Supp. A). With default parameters,
cryoSPARC’s ab initio reconstruction must process all images in the dataset.
We show the time required by cryoSPARC for importing data and for the refine-
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Table 1. Accuracy of pose and volume estimation for simulated data. Resolution (Res.)
is reported using the FSC = 0.5 criterion, in pixels (↓). Rotation (Rot.) error is the
median square Frobenius norm between predicted and ground truth matrices Ri (↓).
Translation (Trans.) error is the mean square L2-norm, in pixels (↓).

Dataset cryoPoseNet cryoSPARC cryoDRGN2 cryoAI

Spliceosome (ideal) Res. 2.78 2.13 — 2.13

Rot. 0.004 0.0002 — 0.0004

Trans. — 0.006 — 0.001

Spliceosome (noisy) Res. 3.15 2.61 — 2.61

Rot. 0.01 0.002 — 0.007

Trans. — 0.007 — 0.01

Spike (ideal) Res. 16.0 2.33 — 2.29

Rot. 5 0.0003 0.0001 0.0003

Trans. — 0.007 — 0.001

Spike (noisy) Res. 16.0 3.56 2.03 2.91

Rot. 6 0.02 0.01 0.01

Trans. — 0.008 — 0.003

ment step. CryoAI processes images batch-wise and does not statically associates
variables to each image, making the convergence time (for reaching the specified
resolution) independent from the size of the dataset. By contrast, the compu-
tation time of cryoSPARC increases with the number of images and can reach
5 hours with a dataset of 9M particles. We additionally show in Supp F the time
required to estimate all the poses of the dataset with cryoAI’s encoder.

Accuracy. We compare cryoAI with baseline methods on the spike and
spliceosome datasets in Table 1. We compare the reconstructed variables (vol-
ume and poses) with their ground truth values (from simulation). Results of
cryoDRGN2 are reported from available data in [59]. Images were centered for
cryoPoseNet since the method does not predict ti. A “tight” adaptive mask
was used with cryoSPARC. The performance of cryoAI is comparable with the
baselines. The splicesome and the noise-free spike protein are reconstructed with
state-of-the-art accuracy. In the noisy spike dataset, the accuracy of cryoAI and
cryoSPARC decreases, which may be due to the pseudo-symmetries shown by
the molecule (visual reconstruction in Supp. F). CryoPoseNet gets stuck for at
least 24 hours in a state where the the resolution is very poor on both spike
datasets.

4.2 Reconstruction on Experimental Datasets

Experimental Setup. We use the publicly available 80S experimental dataset
EMPIAR-10028 [56,58,19] containing 105,247 images of length L = 360 (1.34 Å
per pixel), downsampled to L = 256. The dataset is evenly split in two, each
method runs independent reconstructions on each half and the FSC are mea-
sured between the two reconstructions. We compare cryoAI with cryoPoseNet
and cryoSPARC. The dataset fed to cryoAI and cryoPoseNet is masked with
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Fig. 4. (Top left) Volume reconstruction on a noise-free simulated dataset of the
spliceosome (L = 128, pixel size = 4.25 Å). (Bottom left) Volume reconstruction for
the experimental 80S dataset (L = 128, pixel size = 3.77 Å). (Right) Fourier Shell
Correlations, reconstruction-to-ground-truth (top) or reconstruction-to-reconstruction
(bottom). A resolution of 2.0 pixels corresponds to the Nyquist frequency. CryoAI can
be refined using the software cryoSPARC.

a circular mask of radius 84 pixels, while cryoSPARC adaptively updates a
“tight” mask. CryoAI and cryoPoseNet reconstruct a volume of size 1283. For
cryoSPARC, both the ab initio volume and the volume subsequently homoge-
neously refined from it were downsampled to the same size 1283. We also demon-
strate the possibility of refining cryoAI’s output with the software cryoSPARC.
Finally, we report the results published for cryoDRGN2 [61] that were obtained
on a filtered version of the same dataset [58] downsampled to L = 128 prior
reconstruction.

Results. We report quantitative and qualitative results in Fig. 4. CryoAI is
the first amortized method to demonstrate proper volume reconstruction on an
experimental dataset, although techniques predicting poses with an orientation-
matching step (like cryoDRGN2) or followed by an EM-based refinement step
(like cryoSPARC) can reach slightly higher resolutions. State-of-the-art results
can be obtained with cryoSPARC’s refinement, initialized from either cryoSPARC’s
or cryoAI’s ab initio. Since simulated datasets were built using the same image
formation model as the one cryoAI uses in its decoder, the gap in performance
between the experimental and simulated datasets suggests that improvements
could potentially be achieved with a more accurate physics model.
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Fig. 5. (Top left) Ablation study on the symmetric loss with cryoAI and cryoPoseNet
with simulated noise-free adenylate kinase (L = 64). We report the minimal conver-
gence time out of 5 runs. CryoPoseNet is always slower and achieves worse results.
The symmetric loss always accelerates convergence. (Bottom left) Volume reconstruc-
tion when using a L2 loss vs. the symmetric loss. The latter prevents the model from
getting stuck in a symmetrical local minimum. (Right) Loss and resolution (in pixels,
FSC = 0.143 cutoff) vs. number of iterations with a FourierNet, a SIREN [48] and an
MLP with ReLU activation functions and positional encoding (32 images per batch).

4.3 Ablation Study

Importance of Symmetric Loss. The purpose of the symmetric loss is to
prevent the model from getting stuck in local minima where the volume shows
incorrect planar symmetries. Ullrich et al. showed in [50] that optimizing the
poses using a gradient-based method often leads the model to fall in sub-optimal
minima, due to the high non-convexity of the optimization problem. In [61],
Zhong et al. implemented an autoencoder-based method (dubbed PoseVAE),
and compared it to cryoDRGN2. The method is unable to properly reconstruct a
synthetic hand, and a spurious planar symmetry appears in their reconstruction.
We use a noisy dataset (L = 128) generated from a structure of Adenylate
kinase (PDB 4AKE) [28]. We show in Fig. 5 that our method presents the
same kind of artifact when using a L2 loss and validate that the symmetric
loss prevents these artifacts. In Fig. 5, we compare our method to cryoPoseNet
with and without the symmetric loss on a simulated ideal dataset of the same
molecule (L = 64). Both methods use an autoencoder-based architecture and
both converge significantly faster with the symmetric loss. With the same loss,
cryoAI is always faster than cryoPoseNet since our method operates in Fourier
space and avoids the approximation of integrals using the FST.



14 A. Levy, F. Poitevin, J. Martel et al.

Comparison of Neural Representations. We replaced FourierNet with
other neural representations in the decoder and compared the convergence rate
of these models on the noisy Adenylate kinase dataset (L=128). In Fig. 5, we
compare our architecture with a multi-layer perceptron (MLP) with sinusoidal
activation functions (i.e., a SIREN [48]) and an MLP with ReLU activation
function and positional encoding, as used by cryoDRGN2 [61]. We keep approx-
imately 300k differentiable parameters in all representations. FourierNet signifi-
cantly outperforms the two other architectures in terms of convergence speed.

5 Discussion

The amount of collected cryo-EM data is rapidly growing [29], which increases
the need for efficient ab initio reconstruction methods. CryoAI proposes a frame-
work of amortized inference to meet this need by having a complexity that does
not grow with the size of the dataset. Since CryoAI jointly estimates volume and
poses, it can be followed by reconstruction methods that address conformational
heterogeneities, such as the ones available in cryoSPARC [37], RELION [44],
or cryoDRGN [59]. The ever increasing size of cryo-EM datasets is necessary
to provide sufficient sampling of conformational heterogeneities with increasing
accuracy, in particular when imaging molecules that display complex dynamics.
However, existing methods that tackle the more complex inference task of het-
erogeneous reconstruction also see their runtime suffer as datasets grow bigger,
again showing the need for new developments that leverage amortized inference.

Future work on cryoAI includes adding features to the image formation model
implemented in the decoder. CTFs, for example, are currently only character-
ized by three parameters (two defoci parameters and an astigmatism angle) but
could be readily enhanced to account for higher-order effects (see e.g. [64]). A
richer noise model, currently assumed to be Gaussian and white, could also
improve the performance of the algorithm. In order to tackle the case of very
noisy experimental datasets, adaptive masking techniques, such as those used
by cryoSPARC, could be beneficial. In terms of hardware development, cryoAI
would benefit from being able to run on more than a single GPU using data paral-
lelism and/or model parallelism, thereby improving both runtime and efficiency.
CryoAI, as described here, belongs to the class of homogeneous reconstruction
methods; future developments should explore its performance in an heteroge-
nous reconstruction setting, where conformational heterogeneity is baked in the
generative model and the encoder is enhanced to predict descriptions of confor-
mational states in low-dimensional latent space along with the poses.
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