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Abstract. As segmentation labels are scarce, extensive researches have
been conducted to train segmentation networks with domain adaptation,
semi-supervised or self-supervised learning techniques to utilize abun-
dant unlabeled dataset. However, these approaches appear different from
each other, so it is not clear how these approaches can be combined for
better performance. Inspired by recent multi-domain image translation
approaches, here we propose a novel segmentation framework using adap-
tive instance normalization (AdaIN), so that a single generator is trained
to perform both domain adaptation and semi-supervised segmentation
tasks via knowledge distillation by simply changing task-specific AdaIN
codes. Specifically, our framework is designed to deal with difficult situ-
ations in chest X-ray radiograph (CXR) segmentation, where labels are
only available for normal data, but trained model should be applied to
both normal and abnormal data. The proposed network demonstrates
great generalizability under domain shift and achieves the state-of-the-
art performance for abnormal CXR segmentation.

Keywords: Chest X-ray, Segmentation, Domain adaptation, Knowl-
edge distillation, Self-supervised learning

1 Introduction

High-accuracy image segmentation often serves as the first step in various med-
ical image analysis tasks [6, 20]. Recently, deep learning (DL) approaches have
become the state-of-the-art (SOTA) techniques for medical image segmentation
tasks thanks to their superior performance compared to the classical methods [6].

The performance of DL-based segmentation algorithm usually depends on
large amount of labels, but segmentation masks are scarce due to expensive and
time-consuming annotation procedures. Another difficulty in DL-based segmen-
tation is the so-called domain shift, i.e., a segmentation network trained with
data in a specific domain often undergoes drastic performance degradation when
applied to unseen test domains.

For example, in the field of chest X-ray radiograph (CXR) analysis [2],
segmentation networks trained with normal CXR data often produce under-
segmentation when applied to abnormal CXRs with severe infectious diseases
such as viral or bacterial pneumonia [18, 27]. The missed regions from under-
segmentation mostly contain crucial features, such as pulmonary consolidations



2 Y. Oh et al.

a) Supervised segmentation b) Domain adaptation c) Self-supervised learning
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Fig. 1. Overview of the proposed unified framework. A single generator G transfers
domains by simply changing task-specific AdaIN codes aseg, ada and aself for each
supervised segmentation, domain adaptation and self-supervised learning task, respec-
tively.

or ground-glass opacity, for classifying the infectious diseases. Thus, highly-
accurate lung segmentation results without under-segmentation are required to
guarantee that DL-based classification algorithms fully learn crucial lung fea-
tures, while alleviating irrelevant factors outside the lung to prevent shortcut
learning [7].

To solve the label scarcity and domain shift problems, there have been ex-
tensive researches to train segmentation networks in a semi-supervised manner
using limited training labels, or in a self-supervised or unsupervised manner even
without labeled dataset [1,3,17,19,23,28,29,32]. However, these approaches ap-
pear different from each other, and there exist no consensus in regard to how
these different approaches can be synergistically combined. Inspired by success
of StarGANv2 for transferring style between various domains [4], here we pro-
pose a style transfer-based knowledge distillation framework that can synergisti-
cally combine supervised segmentation, domain adaptation and self-supervised
knowledge distillation tasks to improve unsupervised segmentation performance.
Specifically, our framework is designed to deal with difficult but often encoun-
tered situations where segmentation masks are only available for normal data,
but the trained method should be applied to both normal and abnormal images.

The key idea is that a single generator trained along with the adaptive in-
stance normalization (AdaIN) [11] can perform supervised segmentation as well
as domain adaptation between normal and abnormal domains by simply chang-
ing the AdaIN codes, as shown in Fig. 1(a) and (b), respectively. The network
is also trained in a self-supervised manner using another AdaIN code in order
to force direct segmentation results (illustrated as a red arrow in Fig. 1(c)) to
be matched to indirect segmentation results through domain adaptation and
subsequent segmentation (illustrated as a blue arrow in Fig. 1(c)). Since a sin-
gle generator is used for all these tasks, the network can synergistically learn
common features from different dataset through knowledge distillation.

To validate the concept of the proposed framework, we train our network
using labeled normal CXR dataset and unlabeled pneumonia CXR dataset, and
test the model performance on unseen dataset composed of COVID-19 pneu-
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monia CXRs [13,27]. We further evaluate the network performance on domain-
shifted CXR datasets for both normal and abnormal cases, and compared the re-
sults with other SOTA techniques. Experimental results confirm that our method
has great promise in providing robust segmentation results for both in-domain
and out-of-domain dataset. We release our source code 1 for being utilized in
various CXR analysis tasks presented in Supplementary Section S1.

2 Related Works

To make this paper self-contained, here we review several existing works that
are necessary to understand our method.

Image Style Transfer The aim of the image style transfer is to convert a
content image into a certain stylized image. Currently, two types of approaches
are often used for image style transfer.

First, when a pair of content image and a reference style image is given, the
goal is to convert the content image to imitate the reference style. For example,
the adaptive instance normalization (AdaIN) has been proposed as a simple but
powerful method [11] for image style transfer. Specifically, AdaIN layers of a
network estimate means and variance of the given reference style features and
use the learned parameters to adjust those of the content image.

On the other hand, unsupervised style transfer approaches such as Cycle-
GAN [33] learn target reference style distribution rather than individual style
given a single image. Unfortunately, the CycleGAN approach requires N(N −1)
generators to translate between N domains. To deal with this, multi-domain
image translation approaches have been proposed. In particular, StarGANv2 [4]
introduces an advanced single generator-based framework, which transfers styles
over multiple domains by training domain-specific style codes of AdaIN.

Semi and Self-supervised Learning For medical image segmentation, a DL-
based model trained with labeled dataset in a specific domain (e.g. normal CXR)
is often needed to be refined for different domain dataset in semi-supervised, self-
supervised or unsupervised manners [3, 17, 19, 23, 28, 29, 32]. These approaches
try to take advantage of learned features from a specific domain to generate
pseudo-labels or distillate the learned knowledge to another domain.

Specifically, Tang et al. [28] applies a semi-supervised learning approach by
generating pseudo CXRs via an image-to-image style transfer framework, and
achieves improved segmentation performance by training a segmentation net-
work with both labeled and pseudo-labeled dataset.

Self-supervised learning approahces can also bring large improvements in
image segmentation tasks, by promoting consistency between model outputs
given a same input with different perturbations or by training auxiliary proxy

1 https://github.com/yjoh12/CXR-Segmentation-by-AdaIN-based-Domain-Adapt

ation-and-Knowledge-Distillation.git

https://github.com/yjoh12/CXR-Segmentation-by-AdaIN-based-Domain-Adaptation-and-Knowledge-Distillation.git
https://github.com/yjoh12/CXR-Segmentation-by-AdaIN-based-Domain-Adaptation-and-Knowledge-Distillation.git
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tasks [17, 19, 32]. In general, DL models trained with auxiliary self-consistency
losses are proven to achieves better generalization capability as well as better
primary task performance, especially when training with abundant unlabeled
dataset.

Teacher-Student Approaches Teacher-student approaches can be utilized
for semi or self-supervised learning framework. These method consist of two in-
dividual networks, i.e., a student and a teacher model. The student model is
trained in a supervised manner, as well as in a self-supervised manner which en-
forces the student model outputs to be consistent with outputs from the teacher
model [17,23,29].

Specifically, Li et al. [17] introduce a dual-teacher framework on segmentation
task, which consists of two teacher models: a traditional teacher model for trans-
ferring intra-domain knowledge and an additional teacher model for transferring
inter-domain knowledge. To leverage inter-domain dataset, images from differ-
ent domain are firstly style-transferred as pseudo-images using CycleGAN [33].
Then the student network is trained to predict consistent outputs with those of
the inter-domain teacher given the style-transferred images, so that the acquired
inter-doamin knowledge can be integrated into the student network.

3 Methods

3.1 Key Idea

One of the unique features of StarGANv2 [4] is that it can synergistically learn
common features across multiple image domains via shared layers to fully utilize
all different datasets, but still allow domain-specific style transfer using different
style codes. Inspired by this idea, our framework adapts AdaIN layers to perform
style transfer between normal and abnormal domains and further utilizes an
additional style code for self-supervised learning.

Specifically, our framework categorizes the training data into three distinct
groups: the segmentation mask [MASK], their matched input image domain [IN-
TRA], and domain-shifted input images with no segmentation labels [INTER].
Due to the domain shift between [INTRA] and [INTER] domains, a network
trained in a supervised manner using only [INTRA] dataset does not gener-
alize well for [INTER] domain. To mitigate this problem, we propose a single
generator to perform supervised segmentation (see Fig. 1(a)) as well as domain
adaptation between [INTRA] and [INTER] domains using different AdaIN codes
(see Fig. 1(b)).

Similar to the existing teacher-student approaches, we then introduce a self-
consistency loss between different model outputs given learned task-specific AdaIN
codes. The teacher network considers the indirect segmentation through domain
adaptation followed by segmentation (indicated as the blue arrow in Fig. 1(c)),
and the student network considers the direct segmentation (indicated as the red
arrow in Fig. 1(c)). The network is trained in a self-supervised manner that
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enforces the direct segmentation results to be consistent with the indirect seg-
mentation results, so that unlabeled domain images can be directly segmented.
This enables knowledge distillation from learned segmentation and domain adap-
tation tasks to the self-supervised segmentation task.

Once the network is trained, only a single generator and pre-built AdaIN
codes can be simply utilized at the inference phase, which makes the proposed
method more practical.

3.2 Overall Framework

Overall architecture of our network is shown in Fig. 2, which is composed of a
single generator G, AdaIN code generators for the encoder and decoder, Fe and
Fd, respectively, a style encoder S, and a multi-head discriminator D.

Conv Unshared LinearResidual Block Average pooling Up-samplingNorm Activation

Residual Block

AdaIN Code

+AdaIN Code 
Generator (!!)

AdaIN Code 
Generator (!")

Domain Adaptation

Encoder Decoder

Self-supervised Learning
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or

Shared Linear

Generator (!)

Fig. 2. The architecture of generator connected to two AdaIN code generators and
a style encoder. The codes generated from either AdaIN code generators or the style
encoder are connected to AdaIN layers of each residual block.

The generator G is composed of encoder and decoder modules. Specifically,
the encoder part is composed of four downsampling residual blocks and two in-
termediate residual blocks. The decoder part is composed of two intermediate
residual blocks and four up-sampling residual blocks. Each residual block is com-
posed of AdaIN layers, activation layers, and convolution layers. All the AdaIN
layers are connected to the code generators Fe and Fd, and the style encoder S is
also connected to the decoder module. Detailed network specification is provided
in Supplementary Section S2.

One of key ideas of our framework is introducing independent code generators
Fe and Fd to each encoder and decoder module. Thanks to the two separate code
generators, the generator G can perform segmentation, domain adaptation and
self-supervised learning tasks, by simply changing combinations of the AdaIN
codes, as shown in Table 1.
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Table 1. AdaIN codes combination for three different tasks.

AdaIN codes. Task
Fe Fd Training type

(mean, var) (mean, var)

aseg [INTRA] → [MASK] (0, 1) (0, 1) segmentation
a′seg [INTRA] → [MASK] (0, 1) learnable dummy segmentation code

aXda [INTER] → [INTRA] (0, 1) learnable domain adaptation
aYda [INTRA] → [INTER] (0, 1) learnable domain adaptation
aself [INTER] → [MASK] learnable (0, 1) self-supervised

Specifically, let X ,Y and Z refer to the [INTRA], [INTER] and [MASK]
domains associated with the probability distribution PX , PY and PZ . Then, our
generator is defined by

v = G(u, a), a := (Fe, Fd) (1)

where u is the input image either in X or Y, a ∈ {aseg, a′seg, aXda, aYda, aself}
refers the AdaIN code, as shown in Table 1, and Fe and Fd indicate the code
generators for the encoder and the decoder, respectively. Given the task-specific
code a, AdaIN layers of the generator G efficiently shift weight distribution to
desirable style distribution, by adjusting means and variances. Detailed style
transfer mechanism of AdaIN is provided in Supplementary Section S3. Hence,
the generator G can generate output v either in X ,Y, or Z domain, depending
on different codes combination.

The style encoder is introduced by StyleGANv2 to impose an additional
constraint, so that the learned AdaIN codes should reflect style of the given
reference images [4]. In our framework, the style encoder S encodes the generated
output into a code for imposing code-level cycle-consistency. Another role of the
style encoder S is to generate reference-guided codes given reference images.
By alternatively generating codes using the style encoder S or the AdaIN code
generator Fd, as illustrated as the or module in Fig. 2, the learned codes can be
regularized to reflect the reference styles.

a) Discriminator (!) b) AdaIN code generator ("!/"")
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Fig. 3. Multi-head structure of a) Discriminator, b) AdaIN code generator, and c)
Style encoder. Each module is composed of shared layers and domain-specific layers.
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The discriminator D is composed of shared convolution layers followed by
multi-headed unshared convolution layers for each image domain, as shown in
Fig. 3(a). In the discriminator, the input image can be classified as 1 or 0 for
each domain separately, where 1 indicates real and 0 indicates fake. The AdaIN
code generator and the style encoder are also composed of shared layers followed
by domain-specific unshared layers, as shown in Fig. 3(b) and (c). Thanks to
the existence of the shared layers, learned features from a specific domain can
be shared with other domains, improving overall performance of each module.

In the following, we provide more detailed description how this network can
be trained.

3.3 Neural Network Training

Our training losses are extended from traditional style transfer framework, with
specific modification to include the segmentation and the self-supervised learning
tasks. The details are as follows.

Supervised Segmentation This part is an unique contribution of our work
compared to traditional style transfer methods. Fig. 1(a) shows the supervised
segmentation, which can be considered as conversion from X to Z. In this case,
the generator is trained by the following:

min
G,Fd,S

λseg`seg(G) + λstyle`style(G,Fd, S), (2)

where λseg and λstyle are hyper-parameters, and the segmentation loss `seg is
defined by the cross-entropy loss between generated output and its matched
label:

`seg(G) = −Ex∼PX
[zi log pi(G(x, aseg))] , (3)

where zi denotes the i-th pixel of the ground truth segmentation mask z ∈ Z
with respect to the input image x ∈ X , pi(G) denotes the softmax probability
function of the i-th pixel in the generated image, and G(x, aseg) denotes the
supervised segmentation task output.

Once a segmentation result is generated, the style encoder S encodes the
generated image to be consistent with the dummy AdaIN code a′seg. This can
be achieved by using the following style loss:

`style(G,Fd, S) = Ex∼PX

[
‖a′seg − S(G(x, aseg))‖1

]
, (4)

where a′seg can be either generated by Fd(z) or S(z), given segmentation mask
z ∈ Z. Although this code is not used for segmentation directly, the genera-
tion of this dummy AdaIN code turns out to be important to train the shared
layers in the AdaIN code generator and the style encoder. We analyzed contri-
bution of different losses for the supervised segmentation task, as analyzed in
Supplementary Section S4.
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Domain Adaptation Fig. 1(b) shows the training scheme for the domain
adaptation between X and Y. The training of domain adaptation solves the
following optimization problem:

min
G,Fe,Fd,S

max
D

`da(G,Fe, Fd, S,D). (5)

The role of Equation 5 is to train the generator G to synthesize style-
transfered images given domain-specific AdaIN codes ada, while fooling the dis-
criminator D. As this step basically follows traditional style transfer methods,
the detailed domain adaptation loss is deferred to Supplementary Section S5.

Self-supervised Learning This part is another unique contribution of our
work. The goal of the self-supervised learning is to directly transfer a unlabeled
image in Y to segmentation mask Z, illustrated as the red arrow in Fig. 1(c).

Specifically, since [INTER] domain Y lacks segmentation mask, knowledge
learned from both the supervised learning and domain adaptation need to be
distilled. Thus, our contribution comes from introducing novel constraints: (1)
the direct segmentation outputs trained in a self-supervised manner, illustrated
as the red arrow in Fig. 1(c) should be consistent with indirect segmentation
outputs, illustrated as the blue arrow in Fig. 1(c). (2) At the inference phase,
it is often difficult to know which domain the input comes from. Therefore, a
single AdaIN code should deal with both [INTRA] and [INTER] domain image
segmentation. This leads to the following self-consistency loss:

`self (G,Fe) (6)

= λinter`inter(G,Fe) + λintra`intra(G,Fe) (7)

= Ey∼PY

[
‖G(G(y, aTda), aseg)−G(y, aself )‖1

]
(8)

+ Ex∼PX
[‖G(x, aself )−G(x, aseg)‖1] , (9)

where `inter and `intra denote inter-domain and intra-domain self-consistency
loss, respectively, and λinter and λintra are hyper-parameters for each. The role
of Eq. (8) is for emposing the constraint (1), and Eq. (9) is for emposing the
constraint (2).

In fact, this procedure can be regarded as a teacher-student approach. The in-
direct path is a teacher network that guides the training procedure of the direct
path, which regards the student network. In contrast to the existing teacher-
student approaches [17, 23, 29], our approach does not need two separate net-
works: instead, the single generator with different AdaIN codes combinations
can be served as the teacher or the student network, which is another big ad-
vantage of our method.

4 Experiments

4.1 Experimental settings

Dataset For training the supervised segmentation task, normal CXRs were
acquired from JSRT dataset [26] with their paired lung segmentation labels from
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SCR dataset [31]. For training domain adaptation task, we collected pneumonia
CXRs from RSNA [8] and Cohen dataset [5]. Detailed dataset information is
described in Table 2.

Table 2. Chest X-ray dataset resources.

Domain Dataset Label Disease class Bit View Total Train Val Test
DS level

Weak Harsh

Labeled train set JSRT O Normal, Nodule 12 PA 247 178 20 49 -

Unlabeled train set
RSNA - PN (COVID-19) 10 AP 218 218 - - -

Cohen et al. -
PN (COVID-19,

8 PA, AP 680 640 - 40 -
Viral, Bacterial, TB)

External testset

NLM O Normal 8 PA 80 - - 80 80 80
BIMCV-13 O PN (COVID-19) 16 PA, AP 13 - - 13 13 13

BIMCV - PN (COVID-19) 16 AP 374 - - 374 - -
BRIXIA - PN (COVID-19) 16 AP 2384 - - 2384 - -

Note: PN, pneumonia; TB, tuberculosis; DS level, distribution shift level.

To test the proposed network performance on external datasets, we utilized
three external resources. For normal CXR segmentation evaluation, NLM dataset
with paired lung labels were utilized [14]. For abnormal CXR segmentation eval-
uation, BIMCV dataset [13] and BRIXIA dataset [27] were utilized. Besides,
additional 13 CXRs from the BIMCV dataset (indicated as BIMCV-13), with
labeled consolidation or ground glass opacities features by radiologists, were uti-
lized for quantitative evaluation of abnormal CXRs segmentation.

For further analyzing the model performance on domain-shifted conditions,
external labeled dataset were prepared with three different levels of modulation,
defined as distribution shift level. None-level indicates original inputs. Weak -
and Harsh-level indicate intensity and contrast modulated inputs with random
scaling factors within ±30% and ±60% range, followed by addition of Gaussian
noise with standard deviation of 0.5 and 1, respectively.

All the input CXRs and labels are resized to 256 × 256. We did not per-
form any pre-processing or data augmentation except for normalization of pixel
intensity range to [-1,0, 1.0].

Implementation Details The proposed network was trained by feeding input
images from a pair of two randomly chosen domains: one for the source domain
and the other for the target domain. For example, if a domain pair composed of
[INTER] and [INTRA] domains fed into the network, the network was trained
for the domain adaptation task. When a domain pair, composed of [INTRA] as
source and [MASK] as target domain, fed into the network, the network was
trained for the supervised segmentation task. For self-supervised learning, an
image from [INTER] domain, as well as from [INTRA], was fed as the source
domain to output the segmentation mask. Implementation details for training
the proposed network are provided in Supplementary Section S6.

For the domain adaptation task, we utilized CycleGAN [33], MUNIT [12] and
StarGANv2 [4] as baseline models for comparative studies. For the segmentation
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task, we utilized U-Net [24] as a baseline model. All the baseline models were
trained with identical conditions to that of the proposed model. To evaluate
unified performance of the domain adaptation task and the segmentation task,
we utilized available models for performing abnormal CXR segmentation, i.e.,
XLSor [28] and lungVAE [25]. Implementation details for all the comparative
models are provided in Supplementary Section S7.

Evaluation Metric For normal CXRs, quantitative segmentation performance
of both lungs was evaluated using dice similarity score (Dice) index. The ab-
normal CXR segmentation performance was evaluated quantitatively using true
positive ratio (TPR) of the annotated abnormalities labels. Moreover, for unla-
beled abnormal dataset, domain adaptation and segmentation performance were
qualitatively evaluated based on generation of expected lung structure covered
with highly-consolidated regions.

4.2 Results

Unified Domain Adaptation and Segmentation The unified performance
was evaluated on the internal test set. We defined our model trained with segmen-
tation loss (Eq. (2)) and domain adaptation loss (Eq. (5)) as Proposed, and the
model trained with additional self-consistency loss (Eq. (6)) as Proposed+`self .
As shown in Fig. 4(a), compared to CycleGAN and MUNIT, Proposed model uti-
lizing StarGANv2 framework successfully transfered highly consolidated regions
in abnormal CXRs into normal lungs.

Abnormal CXR segmentation results are presented in Fig. 4(b). All the com-
parative models failed to segment highly consolidated lung regions, indicated as
red and blue triangles. Note that Proposed and Proposed+`self models were the
only methods that successfully segmented abnormal lungs as like normal lungs.

Quantitative Evaluation on Domain-shifted External Dataset For quan-
titative evaluation, we utilized labeled dataset for both normal and abnormal
CXRs (NLM and BIMCV-13, respectively). To verify that the proposed meth-
ods could still retain segmentation performance on domain-shifted dataset, we
further tested the model performance on distribution modulated inputs (Weak -
and Harsh-level) for both normal and abnormal dataset.

As illustrated in Fig. 5(a), Proposed model successfully adapted shifted distri-
bution of lung area intensity to be similar to the train set distribution. Thanks to
the successful domain adaptation performance, both Proposed and Proposed+`self
models maintained robust segmentation performance compared to other models.
as distribution gap increases (see blue bar plots of Fig. 5(b) and (c)).

Specifically, as reported in Table 3, for the abnormal CXR segmentation task,
all the models showed promising performance by achieving TPR of around 0.90
for the original (None-level) inputs, illustrated as black bar plots in Fig. 5(c).
However, XLSor and lungVAE performance drastically dropped to around 0.60
for Weak -level inputs, while Proposed model performance rather improved, as
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Fig. 4. The network performance on the internal test set. a) Domain adaptation per-
formance comparison with traditional style transfer methods. b) Segmentation perfor-
mance comparison. Red and blue triangles indicate highly consolidated lung regions in
CXRs.
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Fig. 5. Model performance on domain-shifted inputs. a) Box plot of average lung region
intensity of normal CXRs with different distribution shift levels. Bar plots of segmen-
tation performance on b) Normal, and c) Abnormal CXR dataset. Black, red and blue
bal plots indicate None-, Weak - and Harsh-level dataset, respectively.

illustrated in red bar plots. For Harsh-level inputs, lung structures were only
correctly segmented by Proposed and Proposed+`self models with above 0.85 of
TPR, as illustrated in blue bar plots.
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Table 3. Segmentation performance on external test set.

Method
Normal CXR (Dice Index) Abnormal CXR (True Positive Ratio)

Distribution Shift Level Distribution Shift Level
None Weak Harsh None Weak Harsh

SS
U-Net [24] 0.90 ± 0.15 0.89 ± 0.16 0.87 ± 0.18 0.87 ± 0.16 0.82 ± 0.20 0.82 ± 0.18
DA+SS
CycleGAN [33]+U-Net 0.89 ± 0.17 0.89 ± 0.17 0.86 ± 0.18 0.88 ± 0.17 0.84 ± 0.22 0.85 ± 0.17
StarGANv2 [4]+U-Net 0.90 ± 0.15 0.90 ± 0.15 0.88 ± 0.15 0.90 ± 0.13 0.90 ± 0.12 0.88 ± 0.16
Proposed 0.90 ± 0.01 0.90 ± 0.14 0.89 ± 0.15 0.90 ± 0.14 0.91 ± 0.12 0.89 ± 0.14
UDS/Self
XLSor [28] 0.93 ± 0.14 0.92 ± 0.15 0.78 ± 0.22 0.90 ± 0.22 0.62 ± 0.30 0.56 ± 0.29
lungVAE [25] 0.94 ± 0.15 0.93 ± 0.15 0.60 ± 0.40 0.90 ± 0.13 0.61 ± 0.38 0.10 ± 0.26
Proposed+`self 0.91 ± 0.15 0.90 ± 0.15 0.89 ± 0.16 0.90 ± 0.14 0.89 ± 0.14 0.86 ± 0.17
Note: SS, supervised segmentation; DA, domain adaptation; UDS, unified DA+SS; Self, self-supervised segmentation.

a) Normal CXR Segmentation (NLM) b) Abnormal CXR Segmentation (BIMCV-13)

Ground Truth
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Fig. 6. Qualitative segmentation performance for a) Normal CXRs, and b) Abnormal
CXRs. Green ground truth masks indicates lung labels, red and blue masks indicate
consolidation and ground-glass opacity labels, respectively

Corresponding segmentation contours are also presented in Fig. 6. The qual-
itative segmentation performance was surprising since artificial perturbation,
which seemed tolerable for human eye, brought strong performance degradation
to the existing DL-based algorithms. Specifically, for abnormal CXR segmen-
tation, all the comparative UDS/Self methods (XLSor and lungVAE) failed to
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be generalized to several out-of-distribution cases from Harsh-level inputs (see
Fig. 6(b)). The UDS/Self methods have no additional domain adaptation pro-
cess, but the networks themselves are trained with augmented data distribution,
e.g., images added with random noise or pseudo-pneumonia images. The de-
graded performance indicates that the above data augmentation techniques are
still limited to be generalized to way-shifted data distribution. U-Net with or
without style-transfer based pre-processing (CycleGAN or StarGANv2), rather
endured harsh-distribution shift, however, lung contours showed irregular shapes
with rough boundary. On the other hand, Proposed and Proposed+`self models
showed stable segmentation performance on majority of domain-shifted cases.
In particular, Proposed+`self model showed most promising performance, with
the least over-segmentation artifact for both normal and abnormal datasets.

Qualitative Evaluation on COVID-19 Dataset For evaluating the model
performance on real-world dataset, we utilized COVID-19 pneumonia dataset
(BIMCV and BRIXIA), which are obtained from more than 12 hospitals. Fig. 7
presents qualitative results of abnormal CXR segmentation on COVID-19 pneu-
monia dataset. Representative cases were randomly selected from each datasets.

CXR

U-Net

XLSor

Proposed

Proposed 

+ ℓ!"#$

lungVAE

COVID-19 dataset (BRIXIA)COVID-19 dataset (BIMCV)

CycleGAN

+ U-Net

StarGANv2

+ U-Net

Fig. 7. Abnormal CXR segmentation results on external COVID-19 dataset. Red tri-
angles indicate highly consolidated lung regions, and blue boxes indicate segmentation
results which fail to be generalized to out-of-distribution data.
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The external COVID-19 dataset showed varied intensity and noise distribu-
tion. Comparative models mostly failed to segment regular lung shapes. Specif-
ically, for highly consolidated regions indicated as red triangles, all the existing
models were suffered from under-segmentation artifacts. For several cases, XLSor
and lungVAE totally failed to be generalized to domain-shift issues (blue boxes).
Proposed and Proposed+`self models showed reliable segmentation performance
without severe under-segmentation or over-segmentation artifacts.

Error Analysis We further analyzed typical error cases, which failed to be
segmented, and the error cases were grouped into three categories. The repre-
sentative error cases selected from each category are shown in Supplementary
Section S8.

5 Conclusions

We presents a novel framework, which can perform segmentation, domain adap-
tation and self-supervised learning tasks within a single generator in a cost-
effective manner (see Supplementary Section S9). The proposed network can
fully leverage knowledge learned from each task by utilizing shared network
parameters, thus the model performance can be synergistically improved. via
knowledge distillation between multiple tasks, so that acheives SOTA perfor-
mance on the unsupervised abnormal CXR segmentation task. The experimental
results demonstrate that the proposed unified framework can solve domain shift
issues with great generalizability even on dataset with way-shifted distribution.
Last but not the least, the proposed model does not need any pre-processing
tecuniques but shows superior domain adaptation performance, which presents
a promising direction to solve the generalization problem of DL-based segmen-
tation methods.
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