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Abstract. Current multi-category Multiple Object Tracking (MOT)
metrics use class labels to group tracking results for per-class evalua-
tion. Similarly, MOT methods typically only associate objects with the
same class predictions. These two prevalent strategies in MOT implic-
itly assume that the classification performance is near-perfect. However,
this is far from the case in recent large-scale MOT datasets, which con-
tain large numbers of classes with many rare or semantically similar
categories. Therefore, the resulting inaccurate classification leads to sub-
optimal tracking and inadequate benchmarking of trackers. We address
these issues by disentangling classification from tracking. We introduce
a new metric, Track Every Thing Accuracy (TETA), breaking tracking
measurement into three sub-factors: localization, association, and classi-
fication, allowing comprehensive benchmarking of tracking performance
even under inaccurate classification. TETA also deals with the challeng-
ing incomplete annotation problem in large-scale tracking datasets. We
further introduce a Track Every Thing tracker (TETer), that performs
association using Class Exemplar Matching (CEM). Our experiments
show that TETA evaluates trackers more comprehensively, and TETer
achieves significant improvements on the challenging large-scale datasets
BDD100K and TAO compared to the state-of-the-art.
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1 Introduction

Multiple Object Tracking (MOT) aims to estimate the trajectory of objects
in a video sequence. While common MOT benchmarks [15,30,10] only consider
tracking objects from very few pre-defined categories, e.g., pedestrian and car,
the number of categories of interest in the real world is overwhelming. Although
the recent extension of MOT to a large number of categories [47,8] may seem
trivial, it raises profound questions about the definition and formulation of the
problem itself, which are yet to be addressed by the community.

In Fig. 1, we show tracking results from two different trackers on the same
video sequence. Tracker A tracks the object perfectly, but with a slightly in-
correct classification on a fine-grained level. Tracker B classifies the object per-
fectly but does not track the object at all. Which one is the better tracker? The
mMOTA [3] metric gives a 0 score for tracker A and a score of 33 for tracker
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Which is the better tracker?

Tracker A

Tracker B

Fig. 1: Tracking results from two different trackers (A and B). The same color means
the same track. Tracker A gets O score in terms of the MOTA [3]|, IDF1 [40], and
HOTA [28] metrics, while the tracker B gets 33 for first two and 44 for HOTA

B. The above example raises an interesting question: Is tracking still mean-
ingful if the class prediction is wrong? In many cases, the trajectories of
wrongly classified or even unknown objects are still valuable. For instance, an
autonomous vehicle may occasionally track a van as a bus, but the estimated
trajectory can equally well be used for path planning and collision avoidance.

Current MOT models and metrics [2,48,3,40,41,28] are mainly designed for
single-category multiple object tracking. When extending MOT to the large-scale
multi-category scenarios, they simply adopt the same single-category metrics
and models by treating each class independently. The models first detect and
classify each object, and then the association is only done between objects of the
same class. Similarly, the metrics use class labels to group tracking results and
evaluate each class separately. This implicitly assumes that the classification is
good enough since it is the prerequisite for conducting association and evaluating
tracking performance.

The aforementioned near-perfect classification accuracy is mostly valid on
benchmarks consisting of only a handful of common categories, such as humans
and cars. However, it does not hold when MOT extends to a large number of
categories with many rare or semantically similar classes. The classification it-
self becomes a very challenging task on imbalanced large-scale datasets such
as LVIS [16]. Also, it is difficult to distinguish similar fine-grained classes be-
cause of the naturally existing class hierarchy, e.g., the bus and van in Fig. 1.
Besides, many objects do not belong to any predefined category in real-world
settings. Thus, treating every class independently without accounting for the
inaccuracy in classification leads to inadequate benchmarking and non-desired
tracking behavior. To expand tracking to a more general scenario, we propose
that classification should be disentangled from tracking, in both evaluation and
model design, for multi-category MOT. To achieve this, we design a new metric,
Track Every Thing Accuracy (TETA), and a new model, Track Every Thing
tracker (TETer).

The proposed TETA metric disentangles classification performance from
tracking. Instead of using the predicted class labels to group per-class tracking
results, we use location with the help of local cluster evaluation. We treat each
ground truth bounding box of the target class as the anchor of each cluster and
group prediction results inside each cluster to evaluate the localization and asso-
ciation performance. Our local clusters enable us to evaluate tracks even when
the class prediction is wrong. Furthermore, the local cluster evaluation makes
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Fig. 2: CEM can be trained with large-scale datasets and directly employed for tracking

TETA competent to deal with incomplete annotations, which are common in
datasets with a large number of classes, such as TAO |[§].

Our TETer follows an Associate-Every-Thing (AET) strategy. Instead of
associating objects in the same class, we associate every object in neighbor-
ing frames. The AET strategy frees association from the challenging classifi-
cation/detection issue under large-scale long-tailed settings. However, despite
wholly disregarding the class information during association, we propose a new
way of leveraging it, which is robust to classification errors. We introduce Class
Exemplar Matching (CEM), where the learned class exemplars incorporate valu-
able class information in a soft manner. In this way, we effectively exploit se-
mantic supervision on large-scale detection datasets while not relying on the
often incorrect classification output. CEM can be seamlessly incorporated into
existing MOT methods and consistently improve performance. Moreover, our
tracking strategy enables us to correct the per-frame class predictions using rich
temporal information.

We analyze our methods on the newly introduced large-scale multi-category
tracking datasets, TAO [8] and BDD100K [47]. Our comprehensive analysis
show that our metric evaluate trackers more comprehensively and achieve better
cross dataset consistency despite incomplete annotations. Moreover, our tracker
achieves state-of-the-art performance on TAO and BDD100K, both when using
previously established metrics and the proposed TETA.

2 Related Work

Multi-Object Tracking (MOT) aims to track multiple objects in video se-
quences. Earlier methods follow a track-first paradigm, which do not rely on
classification during tracking [35,36,1]. Some utilize LIDAR data with model-free
detection [18,33,11] or point cloud segmentation [44,43|. Others [35,32,34] first
segment the scene [12], which enables tracking of generic objects. Recently, the
most common paradigm for MOT is tracking-by-detection, focusing on learning
better appearance features to strengthen association [21,31,46,27,29,24], mod-
eling the displacement of each tracked object [2,48,38], or using a graph-based
approach [42,5]. Previous MOT approaches mostly focus on benchmarks with a
few common categories, while recent works [25,9] study the MOT in open-set
settings where the goal is to track and segment any objects regardless of their cat-
egories. Those methods use a class agnostic trained detector or RPN network to
generate object proposals, while classification is essential in many applications,



