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A Training Details

We use Adam optimizer for SiamRPN++, SiamAttn, and TrDiMP, and AdamW op-
timizer for TransT. SiamRPN++ and SiamAttn are trained for 20 epochs with 10000
videos per epoch, while the learning rate starts from 10~° and exponentially decays to
10~6. Following the original papers, we use 0.1 times smaller learning rate for back-
bone layers for SiamRPN++ and 0.05 times smaller for SiamAttn, respectively. TransT
is trained for 120 epochs with 1000 videos per epoch, and the learning rate starts from
0.1 times the original model setup in the paper and decreases by a factor of 10 after 100
epochs. TrDiMP is trained for 40 epochs with 5000 videos per epoch, and the learning
rate starts from 0.04 times the initial learning rate from the original model and halves
every 8 epochs. After the pre-training stage, the statistics of batch normalization layers
are fixed and not updated during the RL fine-tuning stage.

B Evaluation on Additional Benchmarks

Table 1: Experimental results on NFS, UAV123, TNL2K, VOT2018, and VOT2020
baseline analysis. Test-time hyper-parameters are tuned only in VOT.

Method NFS UAV123 TNL2K VOT2018 VOT2020
AUC AUC AUC EAO AO* AUC* | EAO A R

SiamRPN++ Base | 50.5 59.3 38.8 39.7 452 449 243 455 655
+SLT | 56.5 61.2 4.1 343 488 48.6 254 453 708

TrDIMP Base | 65.0 64.8 49.8 448 53.6 532 282  46.8 747
+SLT | 65.6 66.3 50.7 450 541 53.6 289 47.0 76.2

TransT Base | 65.3 66.6 53.5 300 51.0 506 293 477 753
+SLT | 66.2 68.6 55.0 306 526 523 293 46.7 76.0

Table 1 summarizes the evaluation results of our method on additional benchmarks,
where SLT consistently improves the AUC scores on NFS [ 1], UAV123 [5], and TNL2K [6],
while strengthening the robustness (R) on VOT2020 [3]. Note that the re-initialization
policy of VOT evaluation does not match with the reward system of SLT, which is de-
signed for one-pass evaluation. Therefore, we also compare AO and AUC on VOT2018 [2],
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showing that SLT further benefits when the test-time metric and the reward system are
aligned. Because VOT2020 does not provide the bounding box annotation, we cannot
report AO and AUC.

C Qualitative Results

Section 4.4 of the main paper describes the benefits of sequence-level sampling (SS) and
sequence-level objective (SO). To support our argument about the effect of these two
components, we present qualitative results in Fig. 1, which visualizes the bounding-
boxes corresponding to ground truth (white) and results from baseline (blue),

, and baseline+SS+SO (magenta). For this analysis, we adopt SiamRPN++ [4]
as the baseline tracker. As discussed in the main paper, SS makes trackers more robust
to appearance updates given by scale changes, aspect ratio variations, and rotation. In
Fig. 1a, there are two videos whose target objects change their appearance significantly.
The tracker trained with SS successfully adapts to appearance variations, while the
baseline tracker fails to capture the entire bodies of the target objects. Moreover, SO
alleviates the drift issue in trackers in some challenging situations such as occlusion
and background clutter. To qualitatively validate the properties, we present the target
trajectories of the and baseline+SS+SO trackers in Fig. 1b, which includes
the videos with such challenging attributes.
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(a) Baseline vs.

(b) vs. Baseline+SS+SO

Fig. 1: Qualitative results. white: ground truth, blue: baseline, : tracker trained
with SS, magenta: tracker trained with SS and SO.
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