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1 Architecture of Model

The architecture setting is presented in Implementation Details of Sec. 4.1 of
main paper, where we follow all the setting as [1]. The generator of a diffusion
model, usually based on an encoder-decoder architecture such as U-Net, learns to
produce a slightly more ”denoised” xt−1 from a noisy image xt. And the classifier
is just the encoder part of U-Net appended with a classification head. The U-Net
in our paper is introduced by [3] and improved by [6,4,1], from which more details
can be found.

2 Comparisons with SOTA Results

Fig. 1: The FID & IS curve and the Precision+Recall curve.
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Fig. 2: Qualitatively comparision with other class-conditional methods on Ima-
geNet 128x128.

3 More results on ImageNet1000 at 64x64, 128x128

In this section, we show the experiment results on ImageNet1000 at 64�64,
128�128 resolutions, to further verify the effectiveness of our proposed methods.
From Table 1, it can be concluded that our proposed methods can adapt to low
resolution image generation. All results based on previous methods in this table
are cited from Dhariwal et al.[1], except for CADM-G (25) in ImageNet 128�128,
of which the evaluation metric is achieved by our reproducing result.
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