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Abstract. Today’s generative models are capable of synthesizing high-
fidelity images, but each model specializes on a specific target domain.
This raises the need for model merging: combining two or more pre-
trained generative models into a single unified one. In this work we tackle
the problem of model merging, given two constraints that often come
up in the real world: (1) no access to the original training data, and
(2) without increasing the network size. To the best of our knowledge,
model merging under these constraints has not been studied thus far. We
propose a novel, two-stage solution1. In the first stage, we transform the
weights of all the models to the same parameter space by a technique we
term model rooting. In the second stage, we merge the rooted models by
averaging their weights and fine-tuning them for each specific domain,
using only data generated by the original trained models. We demon-
strate that our approach is superior to baseline methods and to existing
transfer learning techniques, and investigate several applications.
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1 Introduction

Generative adversarial networks (GANs) [9] have achieved impressive results in
neural image synthesis [5, 13–15]. However, these generative models typically
specialize on a specific image domain, such as human faces, kitchens, or land-
scapes. This is in contrary to traditional computer graphics, where a general
purpose representation (e.g., textured meshes) and a general purpose renderer
can produce images of diverse object types and scenes. In order to extend the
applicability and versatility of neural image synthesis, in this work we explore
model merging — the process of combining two or more generative models into a
single conditional model. There are several concrete benefits to model merging:

1. It is well suited for decentralized workflows. Different entities can collect
their own datasets and train their own models, which may later be merged.

2. If performed properly, merged models can reduce memory and computation
requirements, enabling their use on edge devices with limited resources.

3. Merged models enable semantic editing across domains, as described next.

1 Code is available at: https://omriavrahami.com/GAN-cocktail-page/

https://omriavrahami.com/GAN-cocktail-page/
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GANs often produce a semantically meaningful latent space. Several embed-
ding techniques [1,2,29] have been proposed to map real input images to latent
codes of a pre-trained GAN generator, which enables semantic manipulation.
Images can be interpolated and transformed using semantic vectors in the em-
bedding space [11, 34], effectively using it as a strong regularizer. A problem
arises when one wants to use several pre-trained generators for semantic ma-
nipulations (e.g., interpolating between images from GAN A and GAN B) —
the different models do not share the same latent representation, and hence do
not “speak the same language”. Model merging places several GANs in a shared
latent space, allowing such cross-domain semantic manipulations.

We tackle the problem of merging several GAN models into a single one
under the following real-world constraints:

1. No access to training data.Many GANmodels are being released without
the data that they were trained on. This can occur because datasets are too
large [6,30,31] or due to privacy/copyright issues. Hence, we assume that no
training data is available, and only rely on data generated by the pre-trained
models.

2. Limited computing power. A näıve approach to merging several GAN
models is to sample from them separately (e.g., by multinomial sampling
functions [40]). With this approach, the model size and inference time grow
linearly with the number of GAN models, which may not be practical due to
lack of computing power (e.g., edge devices). In addition, this approach does
not result in a shared latent space, so it does not support cross-domain se-
mantic manipulations as described earlier. Our goal is to maintain a constant
network size, regardless of the number of GANs being merged.

To the best of our knowledge, performing model merging under these con-
straints has not been studied yet. This is a challenging task: pre-trained GANs
typically do not model the entire real image distribution [4]; hence, learning from
the outputs of pre-trained models will be sub-optimal. In addition, the constraint
on the model size may reduce its capacity.

We start by adapting existing solutions from the field of transfer-learning as
baselines (Section 3). Next, we present our novel two-stage solution for model
merging. We first transfer the weights of the input models to a joint semantic
space using a technique we term model rooting (Section 4.1). We then merge
the rooted models via averaging and fine-tuning (Section 4.2). We find that
model rooting introduces an inductive bias that helps the merged model achieve
superior results compared to baselines and to existing transfer-learning methods
(Section 5).

To summarize, this paper has the following contributions:

– We introduce the real-world problem of merging several GANmodels without
access to their training data and with no increase in model size or inference
time.

– We adapt several transfer-learning techniques to the GAN merging problem.
– We introduce a novel two-stage approach for GAN merging and evaluate its

performance.
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2 Related Work

Generative adversarial networks: GANs [9] consist of a generator G and a
discriminator D that compete in a two-player minimax game: the discriminator
tries to distinguish real training data from generated data, and the generator
tries to fool the discriminator. Training GANs is difficult, due to mode col-
lapse and training instability, and several methods focus on addressing these
problems [10, 20, 21, 23, 32], while another line of research aims to improve the
architectures to generate higher quality images [5, 13–15]. Karras et al. [14, 15]
introduced the StyleGAN architecture that leads to an automatically learned,
unsupervised separation of high-level attributes and stochastic variation in the
generated images and enables intuitive, scale-specific control over the synthe-
sis. For our experiments we use the StyleGAN2 framework. It is important to
note that our approach, as well as the baselines, are model-agnostic and there is
no dependency on any StyleGAN-specific capabilities. We demonstrate mixing
between models of different architectures in Supp. Section 2.1.

Transfer learning: Learning how to transfer knowledge from a source do-
main to a target domain is a well-studied problem in machine learning [3, 7, 17,
25,27,28,38], mainly in the discriminative case. It is important to note that the
transfer-learning literature focuses on the case where there is a training dataset
for the target domain, which is not the case in our scenario. Recent works that
are more related to our problem by Shu et al. [36] and Geyer et al. [8] demon-
strate the ability to perform transfer learning from several source models into
a single target model. However they are not applicable to our setting because:
(1) neither method tackles generative models, as we do; (2) both of these meth-
ods assume that all the source models share the same architecture, whereas our
problem formulation specifically focuses on the general case with arbitrary ar-
chitectures (which is the real-world scenario, especially for generative models);
(3) both methods assume access to training data, while we assume that the
training data is unavailable; (4) T-IMM method [8] assumes that the user trains
the source models incrementally, which is different from our setting, where the
source models training is not under the user control. To conclude, the current
literature mainly focuses on the discriminative case and assumes access to the
training data.

As shown by Wang et al. [41], the principles of transfer learning can be ap-
plied to image generation with GANs. Later, Noguchi and Harada [26] proposed
to constrain the training process to only update the normalization parameters
instead of all of the model’s trainable parameters. This shrinks the model ca-
pacity, which mitigates the overfitting problem and enables fine-tuning with an
extremely small dataset. However, limiting the capacity of the model enables to
only change the style of the objects but not their shape, which isn’t applicable to
our setting, where the merged image domains may exhibit objects of completely
different shapes.

Another approach for GAN transfer learning consists of adding a layer that
steers the generated distribution towards the target distribution, which is also
applicable for sampling from several models [40]. However, this approach stitches
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the source models together, and thus the model size and the inference time grow
linearly in the number of source models. In addition, the models in this approach
do not share the same latent space which limits their applicability.

Continual learning: Continual Learning, also known as lifelong learning, is
a setting where a model learns a large number of tasks sequentially without for-
getting knowledge obtained from the preceding tasks, even though their training
data is no longer available while training newer ones. Continual learning mainly
deals with the “catastrophic forgetting” phenomenon, i.e., learning consecutive
tasks without forgetting how to perform previously trained ones. Most previous
efforts focused on classification tasks [16, 19, 45], and were later also adapted to
the generative case [33].

Again, the literature focuses on the case where the new dataset is available,
while the old dataset is not, which is not the case in our scenario, but we can
adapt it to our setting, and do so in Section 3.4. Also, approaches that rely
on designated architectures (e.g., lifelong GANs [46]) cannot be adapted to our
setting.

Another approach addressing the catastrophic forgetting problem that was
proposed by Wu et al. [42] is a memory-replay mechanism that uses the old
generative model as a proxy to the old data. Our adaptation of the method of
Wang et al. [41] to our setting in Section 3.3 may be viewed also as adapting
the approach of Wu et al. [42].

3 Problem Formulation and Baselines

Our goal is to merge several GANs without access to their original training data.
For example, given two trained GAN models, one that generates images of cats
and another that generates images of dogs, we want to train a new single GAN
model that produces images from both domains, without increasing the model
size. Below, we first formulate the problem, present several baselines, and then
introduce our approach to solving this task in Section 4.

3.1 Problem Formulation

We are given N GANs: {GANi = (Gi, Di)}Ni=1, where GANi is pretrained on
dataset datai and consists of a generator Gi and a discriminator Di. We denote
the distribution of images that are produced by the generator Gi by PGi(z) and
the real data distribution as Pdatai

(x).

Our goal is to create a “union GAN”, UnionGAN = (Gu, Du), which is
a conditional GAN [22], with the condition c indicating which of the N do-
mains the generated sample should come from: ∀c∈[N ]PGu

(z, c) = Pdatac
(x) and

PDu
(x, c) is the probability that x came from datac, rather than PGu

. Note that
the datasets datai are not provided. Furthermore, the N pretrained GAN models
may have different architectures. Below, we adapt some current techniques from
the transfer learning literature to address this problem.
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Table 1: Comparison between FID scores of models that were trained on real
and generated images

Trained on

Dataset real generated

FFHQ 5.58 8.84
LSUN cat 17.37 21.78
LSUN dog 20.48 24.31
LSUN car 7.12 12.79

3.2 Baseline A: Training From Scratch

Arguably, the simplest approach would be to train UnionGAN from scratch, by
using the samples generated by the pretrained input GANs as the only training
data. The objective function of a two-player minimax game that we aim to solve
in this case is:

min
G

max
D

V (D,G) = Ec∈[N ],z∼pz(z),x∼PGc (z)
[logD(x, c)]+

Ec∈[N ],z∼pz(z)[log(1−D(G(z, c), c))]
(1)

Note that this formulation differs from a standard GAN in two ways: the
discriminator is trained on the outputs of the given generators instead of on real
data, and UnionGAN is conditioned on both the class and the latent code z.
Thus, we simply treat the pre-trained generators as procedural sources of training
data. We convert the unconditional model into a conditional one by adding
a class embedding layer to the generator and concatenate its output the the
latent code z. An embedding layer is also added to the discriminator. See the
supplementary material for more details.

Although the number of generated images that can be produced by a gener-
ator is unlimited (in contrast to a real training dataset), we found that training
using the real dataset produces better results. This is likely caused by the fact
that the pretrained GANs generate only a subset of the training data manifold.
To validate that the issue is not due to limited capacity, we train UnionGAN
on the degenerate case of N = 1, using different pretrained GANs, and observe a
consistent increase in the resulting FID score, as reported in Table 1. In general,
the best results can be achieved using the original real training data.

3.3 Baseline B: TransferGAN

The above method uses only the outputs of the pretrained models, thereby using
them as black boxes. Below we improve this method by using not only the
generated data, but also the weights of the trained models.

Specifically, we adapt TransferGAN [41] to our problem as follows: we initial-
ize the UnionGAN with the i-th source model, and then train it on the outputs
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of all the GAN models (as described in the previous section) until convergence.
Thus, we treat one of the models as both an initializer and a data source, and
the remaining models as training data sources.

Compared to training from scratch, such initialization lowers the total FID
score (for the union of the datasets), as reported in Table 3. Furthermore, Table 4
shows that the FID score is lowered not only for the i-th dataset, but for the
other datasets as well.

3.4 Baseline C: Elastic Weight Consolidation

We observe that although the TransferGAN approach improves the final FID
score, if we focus on the source model, we can see that its FID score (on the
source class) is initially high and is degraded over the training process (the FID
score of the original dataset class increases while the FIDs for the other classes
decrease). This occurs due to catastrophic forgetting [16] and can be mitigated
by Elastic Weight Consolidation (EWC) [16,18], applied to TransferGAN.

In order to assess the importance of the model parameters to its accuracy,
we use Fisher information, which formulates how well we estimate the model
parameters given the observations. In order to compute the empirical Fisher
information given a pretrained model for a parameter θi, we generate a certain
amount of data X and compute: Fi = E[( ∂

∂θi
L(x|θi))2] where L(x|θi) is the log-

likelihood. In the generative case, we can equivalently compute the binary cross-
entropy loss using the outputs of the discriminator that is fed by the outputs of
the generator.

Thus, feeding the discriminator with the generator’s outputs, we generate
a large number of random samples, compute the binary cross-entropy loss on
them and compute the derivative via back-propagation. We can add to our
loss term the Elastic Weight Consolidation (EWC) penalty: LEWC = Ladv +
λ
∑

i Fi(θi − θS,i) where θS represents the weights learned from the source do-
main, i is the index of each parameter of the model and λ is the regularization
weight to balance different losses.

Unfortunately, as can be seen in Table 4, this procedure mitigates the catas-
trophic forgetting phenomena at the expense of degrading performance on the
other classes. We also experimented with a more näıve approach of applying a
L2 loss on the source model weights, but, as we expected, the results were much
worse for all but the source class.

4 Our Approach: GAN Cocktail

The main limitation of the transfer-learning approach is that it only uses the
weights of one of the pre-trained GAN models (GANi, the source model). In
order to leverage the weights of all models, we propose a two-stage approach: At
the first stage we perform model rooting for all the input GAN models and in the
second stage we perform model merging by averaging the weights of the rooted
models and then fine-tuning them using only data generated by the original
models to obtain the merged UnionGAN.
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GANi GANj Average GANi GANi→j Average

Fig. 1: Left: Averaging of two models GANi and GANj with the same architec-
ture, but without a common root. Average is a model in which each weight is the
arithmetic mean of the corresponding weights in the original two models. Each
row corresponds to the same input z. Note that the resulting images exhibit
no obvious semantic structure. Right: Averaging of two models which have a
common root model. The resulting networks (before any fine-tuning) produce
images which are a semantically meaningful mix of the two object categories.

4.1 First stage: Model rooting

Our goal is to merge the GAN models while maintaining as much information
and generative performance as possible from the original models. In order to do
so we need to somehow combine the weights of these models.

One way to combine several neural networks is by performing some arith-
metic operations on their parameters. For example, Exponential Moving Average
(EMA) is a technique for averaging the model weights during the training process
in order to merge several versions of the same model (from different checkpoints
during the training process). EMA may be used for both discriminative [37] and
generative tasks [13–15].

In order to average the weights of several models, the weights must have the
same dimensions. However, this condition is not sufficient for achieving meaning-
ful results. For example, Figure 1 (left) demonstrates that if we simply average
the weights of two generators with the same architecture, which were trained on
two different datasets, the resulting images have no apparent semantic structure.

A key feature in the EMA case is that the averaging is performed on the same
model from different training stages. Thus, we can say that the averaging is done
on models that share the same common ancestor model, and we hypothesize that
this property is key to the success of the merging procedure.

Thus, given N source GANs, {GANi = (Gi, Di)}Ni=1, we (a) convert them
to the same architecture (if their original architectures differ), and (b) create
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Table 2: Rooted vs. not-rooted distance. The distance between the weights of
the rooted model is much closer than that of the not-rooted model

Merged Datasets d(A,B) d(A,A → B)

cat + dog 418.55 232.21
FFHQ + cat 433.87 252.34
cat + car 454.23 264.31

a common ancestor for all the models. To meet these conditions we propose
the model rooting technique: we choose one of the models arbitrarily (see Sec-
tion 5.1 for details) to be our root model GANr; next, for each i ∈ [N ] \ r we
train a model that is initialized by GANr on the outputs of GANi, with the
implicit task of performing catastrophic forgetting [16] of the source dataset r.
We denote each one of the resulting models as GANr→i. Now, models GANr and
GANr→i not only share the same architecture but also share a common ancestor.
Hence, averaging their weights will yield more semantically meaningful results,
as demonstrated in Figure 1 (right).

In order to quantify the distance between two models GANA and GANB we
can measure the L2 distance between their weights, i.e.: d(A,B) = 1

L

∑
i∥θA,i −

θB,i∥2 where θA,i is the i layer of model A, θB,i is the i layer of model B, and L
is the number of layers. Figure 1 (right) implies that the weights of GANA are
more aligned with those of GANA→B than with the weights of GANB . In order
to verify this quantitatively, we report the distances d(A,B) and d(A,A → B) in
Table 2. Indeed, the rooted models GANA→B are much closer to the root, despite
being trained on other datasets until convergence. Note that semantically closer
datasets (e.g., cats and dogs) yield a smaller distance.

To conclude, the model rooting step transfers all the models to the same
architecture and aligns their weights such that they can be averaged. Next,
inspired by EMA, we will show that the averaging of the models introduces an
inductive-bias to the training procedure that yields better results.

4.2 Second stage: Model merging

We now have N rooted models, averaging whose weights yields somewhat seman-
tically meaningful results. However, images generated by the averaged models
are typically somewhere in between all the training classes (Figure 1, rightmost
column). We want the model to learn to reuse filters that are applicable for all
datasets, and differentiate the class-specific filters. For that, we continue with
an adversarial training of the averaged model using the original GAN models as
the data sources.

Specifically, given the N rooted models from the previous stage: GANr

and {GANr→i}i∈[N ]\r we create an average model: GANa = (Ga, Da), s.t.

θa = 1
N (θr +

∑
i∈[N ]\r θr→i) where θi are the parameters of model i. We also
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experimented with more sophisticated weighted average initialization based on
the diagonal of the Fisher information matrix [16] but it did not improve the
results over a simple averaging. We then fine-tune GANa using the outputs of
the original GANi models to obtain the desired UnionGAN.

5 Results

Our main evaluation metric is the commonly-used Fréchet Inception Distance
(FID) [12] which measures the Fréchet distance in the embedding space of the
inception network between the real images and the generated images. The em-
bedded data is assumed to follow a multivariate normal distribution, which is
estimated by computing their mean and covariance. We measure quality by
computing FID between 50k generated images and all of the available training
images, as recommended by Heusel et al. [12].

All the FID scores that are reported in this paper were computed against the
original training data. Note that this is for evaluation purposes only, and our
models did not have access to the original data during training.

We evaluate our model on several representative cases using LSUN [44] and
FFHQ [14] datasets. We specifically chose to compare between domains that are
semantically close (cats and dogs), as well as domains that are more semantically
distant (cats and cars). In addition, we compare aligned and unaligned datasets:

– Aligned and unaligned images: we used LSUN cat dataset which contains
images of cats in different poses and sizes, and FFHQ dataset which contains
images of human faces that are strictly aligned. The FID between these two
datasets is 196.59.

– Unaligned imaged from related classes: we used LSUN cat and LSUN
dog classes. The FID between the two datasets is 72.2.

– Unaligned imaged from unrelated classes: we used LSUN cat and
LSUN car classes. The FID between the two datasets is 161.62.

The FID distances reported above provide an indication of the semantic proxim-
ity between each pair of datasets. Not surprisingly, cat images are semantically
closer to dog images than to images of humans (FFHQ) or of cars.

We compare our method against the following methods: training from scratch
(Section 3.2), TransferGAN (Section 3.3), Elastic Weight Consolidation (Sec-
tion 3.4) and the recently proposed Freeze Discriminator method [24] which
aims to improve transfer learning in GANs by freezing the highest-resolution
layers of the discriminator during transfer.

In Table 3 we calculate the FID score between the union of all classes and
the union of 50K samples of each class of the generated images. Our method
outperforms other methods on all the datasets we experimented with.

In addition, we evaluated the FID score on each class separately in order to
measure the effect of each method on each class. As can be seen in Table 4, when
the classes are semantically close, such as in the case of cat + dog, our method
achieves better results than all the baselines. When the classes are semantically
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Table 3: Comparison of FID score w.r.t. the union of all the datasets, for several
dataset combinations. Cat, dog, and car datasets are taken from LSUN [44]

Datasets
FFHQ
cat

cat
dog

cat
car

FFHQ
cat
dog

FFHQ
cat
dog
car

From scratch 19.61 27.58 20.52 23.22 24.88
TransferGAN [41] 18.63 22.17 17.77 20.64 19.34
EWC [16] 19.45 22.17 17.65 19.47 19.14
Freeze-D [24] 18.17 21.92 17.52 19.71 19.41

Our 16.44 20.77 16.85 18.98 18.44

Upper bound (real data training) 11.86 17.68 14.28 15.93 16.45

Table 4: FID scores per-class over different dataset combinations

LSUN cat+dog LSUN cat+car LSUN cat+FFHQ

Dataset cat dog cat car FFHQ cat

Scratch 30.37 33.21 32.21 14.43 13.35 31.64
TransferGAN [41] 23.32 28.84 30.06 11.49 11.16 32.08
EWC [16] 23.04 30.11 30.65 10.54 9.85 35.36
Freeze-D [24] 23.36 28.40 29.78 11.44 10.64 31.57

Our 22.08 26.52 27.78 11.59 10.60 27.82

Upper bound (real data training) 16.49 24.75 23.23 9.5 8.49 19.19

distant, such as in the case of cat + FFHQ or cat + car, we can see that EWC
achieves better results on the class with respect to which it minimizes its weights
distances, but this comes at the expense of the other class. This is the reason
for the better overall performance of our method, reported in Table 3.

As mentioned at the outset, the premise of this work is that the original train-
ing data is not available (which is the case with many real-world models). If the
original training data is available to the merging process, the best merging results
may unsurprisingly be achieved by simply training the new class-conditioned
model on the union of the original training datasets. Results achieved in this
manner are an upper bound for the results that can be achieved without access
to the training data. Table 3 and Table 4 show the gap between our merging
approach (without training data) and the aforementioned upper bound.

5.1 Choosing the root model

At the first stage of our approach we arbitrarily choose one of the models to serve
as the root model. This raises the question of whether the choice of the root model
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Table 5: Our method outperforms the baselines, in terms of FID score, regardless
of the model that is chosen as the root model.

LSUN cat + LSUN dog LSUN cat + FFHQ

Root model LSUN cat LSUN dog FFHQ LSUN cat

Scratch 27.58 27.58 19.61 19.61
TransferGAN [41] 22.17 21.11 18.63 16.40
EWC [16] 22.17 25.16 19.45 16.52
Freeze-D [24] 21.92 25.03 18.17 16.87

Our 20.77 20.03 16.44 15.60

matters. Table 5 shows that our method outperforms the baselines regardless of
the model that is chosen as the root model. On the other hand, it does not mean
that the choice of the root model is insignificant for the overall performance of
the final merged model. As we can see from Table 5, when merging LSUN cat
and LSUN dog models, the better overall result is achieved when LSUN dog is
chosen as the root, while when merging the LSUN cat and FFHQ models, the
better result is achieved by choosing LSUN cat to be the root model.

We hypothesized that a better candidate for the root model would be the
generator that is more diverse, i.e., whose generated images are semantically far
from each other. To test our hypothesis we calculated the diversity by measuring
pairwise LPIPS scores between the generated images of each model. However,
we found that it is not always the case that the more diverse generator is the
better root model.

5.2 Applications

The output of our model is a single conditional GAN with a common latent
space for all the classes. Hence, the merged model supports a variety of GAN
applications from the literature. To name a few:

Latent space interpolation is used for demonstrating the smoothness of
the latent space of a GAN. It can also be used for creating smooth transition
sequences between objects of different classes. In Figure 2 we demonstrate a
transition between a cat and a dog by interpolating between their two w latent
vectors in the merged model from two different classes.

Style mixing, introduced by Karras et al. [14], is the ability the mix be-
tween generated images on different semantic levels (e.g., gender, hairstyle, pose,
etc.) by feeding a different latent vector w to different generation layers. Given a
shared latent space for different classes enables us to use the style mixing mech-
anism to mix attributes from images belonging to these different classes, e.g.,
change the pose of a cat to that of a dog, while retaining the appearance of the
cat. A few such examples are shown in Figure 3. Note how both the pose and
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Fig. 2: Interpolation in the merged model’s latent space of between images of
different classes.

the general shape are taken from the source class (e.g., the shape of the ears in
column 1 is taken from the dog images, rather than from the cat images).

Semantic editing is the ability to perform image editing operations on
images by manipulating their latent space [11, 34, 39]. One advantage of our
framework is the ability to edit images from different domains using the same
latent direction because of the shared latent space. For example, given a model
that merges FFHQ and LSUN cat generators, we can leverage an off-the-shelf
pose classifier, which is available for humans but not for cats, in order to classify
poses as “positive” (pose from left to right) or “negative” (pose from right to
left). Applying this classifier only to images of humans generated by the merged
model, we obtain a direction in the shared latent space that corresponds to a
pose change, as the hyperplane normal of a linear SVM trained on the latent
vectors of the human faces. Figure 4 demonstrates that the same latent direction
(that was calculated on humans only) can be applied for both humans and cats.
So, using our model merging solution we can leverage off-the-shelf classifiers on
one class to operate on all of the classes.

6 Limitations and Future Work

Due to our self-imposed constraint on model size, we have found that our solu-
tion (and the baselines) are sensitive to the number of source models and their
properties: merging more models or merging models with semantically distant
distributions produces higher FID scores, as may be seen in Table 6. For exam-
ple, merging LSUN cat and LSUN dog produced better FID scores on the cat
dataset on all the baselines in comparison to merging LSUN cat and LSUN car.
We conjecture that this happens because more filters can be reused among the
semantically similar datasets. Additionally, we can see that merging four of the
datasets produces the worst result on our method. Notice that merging FFHQ
+ cat + dog produced a better result than cat + car and FFHQ + cat because
of the semantical closeness of cat and dog.

Yet another disadvantage of our method is that the training time is longer due
to the two-stage approach. The baselines converge faster to their local minima,
but result in a higher FID score than our method.

Future work can be to relax the capacity constraint and allow a minimal
capacity and run-time increase to enable merging more models or models from
semantically distant distributions with better results in terms of FID score.
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Fig. 3: Style mixing between images of two different domains: taking the pose
and shape from the dog image and the appearance from the cat image.

7 Broader Impact

One major barrier when developing a machine learning model is the lack of
training data. Many small organizations and individuals find it hard to compete
with larger entities due to the lack of training data. This is especially true in
fields where curating and annotating the training data is time-consuming and
expensive (e.g., medical data). It was shown that GANs can be used in order
to augment and anonymize sensitive training data [35, 43]. Our method can be
used to alleviate the problem of scarce training data, by allowing entities with
small budgets to use pre-trained GANs in two ways: use them as training data,
and reuse some of the knowledge incorporated in their weights.

On the other hand, our method may amplify the copyright issues that arise
when training a model on synthetic data. The legal implications of training a
model using another model that was trained on a private or copyrighted dataset
are currently unclear. We would like to encourage the research community to
work with governments and legal scholars to establish new laws and regulations
in lockstep with the rapid advancement of synthetic media.
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(-) Pose Neutral (+) Pose

Fig. 4: We determine the pose direction in the latent space of the merged model
of FFHQ and LSUN cat using images of the FFHQ class only. Applying this
direction to images from both classes reveals that the semantics stay the same.

Table 6: Comparison of FID scores of cat class only, when merging LSUN cat
with different datasets. Semantically closer datasets (e.g., cats and dogs) lead to
better scores compared to far datasets (e.g., cats and cars). Merging 4 datasets
produces the worst result

Datasets
cat
dog

cat
car

FFHQ
cat

FFHQ
cat
dog

FFHQ
cat
dog
car

From scratch 30.37 32.21 31.64 34.75 45.02
TransferGAN [41] 23.32 30.06 32.08 29.06 30.50
EWC [16] 23.04 30.65 35.36 25.70 27.98
Freeze-D [24] 23.36 29.78 31.57 28.68 30.95

Our 22.08 27.78 27.82 26.80 30.17

8 Conclusions

In this paper, we introduced the problem of merging several generative adver-
sarial networks without having access to the training data. We adapted cur-
rent methods for transfer-learning and continual-learning and set them as our
baselines. We then introduced our novel two-stage solution to the GAN mixing
problem: model rooting and model merging. Later, we compared our method to
the baselines and demonstrated its superiority on various datasets. Finally, we
presented some applications of our model merging technique.
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