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Abstract. Binary Neural Networks (BNNs) show great promise for real-
world embedded devices. As one of the critical steps to achieve a power-
ful BNN, the scale factor calculation plays an essential role in reducing
the performance gap to their real-valued counterparts. However, existing
BNNs neglect the intrinsic bilinear relationship of real-valued weights
and scale factors, resulting in a sub-optimal model caused by an in-
sufficient training process. To address this issue, Recurrent Bilinear
Optimization is proposed to improve the learning process of BNNs
(RBONNs) by associating the intrinsic bilinear variables in the back
propagation process. Our work is the first attempt to optimize BNNs
from the bilinear perspective. Specifically, we employ a recurrent opti-
mization and Density-ReLU to sequentially backtrack the sparse real-
valued weight filters, which will be sufficiently trained and reach their
performance limits based on a controllable learning process. We obtain
robust RBONNs, which show impressive performance over state-of-the-
art BNNs on various models and datasets. Particularly, on the task of
object detection, RBONNs have great generalization performance. Our
code is open-sourced on https://github.com/SteveTsui/RBONN.
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1 Introduction

Computer vision has been rapidly promoted, with the widespread application
of convolutional neural networks (CNNs) in image classification [37,8], seman-
tic segmentation [9], and object detection [6,22]. It does, however, come with
a huge demand for memory and computing resources. These computation and
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Fig. 1. An illustration of the RBONN framework. Conventional gradient-based algo-
rithms assume that the hidden variables in bilinear models are independent, which
causes an insufficient training of w due to neglecting the relationship with A as shown
in the loss surface (right part). Our RBONN can help w escape from local minima
(green dotted line) and achieve a better solution (red dotted line).

memory costs are incompatible with the computing capabilities of devices, par-
ticularly those with low resources, e.g., mobile phones and embedded devices.
As a result, substantial research has been invested to reduce storage and compu-
tation cost. To accomplish this, a number of compression methods for efficient
inference have been proposed, including network pruning [15,13,16], low-rank
decomposition [5,20], network quantization [34,29,18], and knowledge distilla-
tion [36]. Network quantization, for example, is particularly well suited for using
on embedded devices since it decreases the bit-width of network weights and
activations. Binarization, a particularly aggressive kind of quantization, reduces
CNN parameters and activations into 1 bit, reducing memory usage by 32� and
calculation costs by 58� [34]. Binarized neural networks (BNNs) are employed
for a wide range of applications, such as image classification [34,29,28], object
detection [41,43] and point cloud recognition [42]. With high energy-efficiency,
they are potent to be directly applied on AI chips. However, due to the limited
representation capabilities, BNNs’ performance remains considerably inferior to
that of their real-valued counterparts.

Previous methods [10,24] compute scale factors by approximating the real-
valued weight filter w such that w � � � bw, where � 2 R+ is the scale factor
(vector) and bw = sign(w) to enhance the representation capability of BNNs. In
essence, the approximation can be considered as a bilinear optimization problem
with the objective function as

argmin
w;�

G(w; �) = kw � � � bwk22 +R(w);

or

argmin
w;A

G(w;A) = kbw �Awk22 +R(w); (1)
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