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Abstract. Inserting an SVD meta-layer into neural networks is prone to
make the covariance ill-conditioned, which could harm the model in the
training stability and generalization abilities. In this paper, we system-
atically study how to improve the covariance conditioning by enforcing
orthogonality to the Pre-SVD layer. Existing orthogonal treatments on
the weights are first investigated. However, these techniques can improve
the conditioning but would hurt the performance. To avoid such a side
effect, we propose the Nearest Orthogonal Gradient (NOG) and Opti-
mal Learning Rate (OLR). The effectiveness of our methods is validated
in two applications: decorrelated Batch Normalization (BN) and Global
Covariance Pooling (GCP). Extensive experiments on visual recognition
demonstrate that our methods can simultaneously improve the covari-
ance conditioning and generalization. Moreover, the combinations with
orthogonal weight can further boost the performances.

Keywords: Differentiable SVD, Covariance Conditioning, Orthogonal-
ity Constraint

1 Introduction

The Singular Value Decomposition (SVD) can factorize a matrix into orthogo-
nal eigenbases and non-negative singular values, serving as an essential step for
many matrix operations. Recently in computer vision and deep learning, many
approaches integrated the SVD as a meta-layer in the neural networks to perform
some differentiable spectral transformations, such as the matrix square root and
inverse square root. The applications arise in a wide range of methods, including
Global Covariance Pooling (GCP) [29, 44, 13], decorrelated Batch Normalization
(BN) [20,22,45], Whitening an Coloring Transform (WCT) for universal style
transfer [30, 8, 55], and Perspective-n-Point (PnP) problems [4, 6, 11].

For the input feature map X passed to the SVD meta-layer, one often first
computes the covariance of the feature as XX7. This can ensure that the co-
variance matrix is both symmetric and positive semi-definite, which does not
involve any negative eigenvalues and leads to the identical left and right eigen-
vector matrices. However, it is observed that inserting the SVD layer into deep
models would typically make the covariance very ill-conditioned [44], resulting in
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deleterious consequences on the stability and optimization of the training pro-
cess. For a given covariance A, its conditioning is measured by the condition
number:

K(A) = Omaz(A)0r,i, (A) (1)

man
where o(-) denotes the eigenvalue of the matrix. Mathematically speaking, the
condition number measures how sensitive the SVD is to the errors of the input.
Matrices with low condition numbers are considered well-conditioned, while
matrices with high condition numbers are said to be ill-conditioned. Specific
to neural networks, the ill-conditioned covariance matrices are harmful to the
training process in several aspects, which we will analyze in detail later.

This phenomenon was first observed in the GCP methods by [44], and we
found that it generally extrapolates to other SVD-related tasks, such as decorre-
lated BN. Fig. 1 depicts the covariance conditioning of these two tasks through-
out the training. As can be seen, the integration of the SVD layer makes the gen-
erated covariance very ill-conditioned (~1el2 for decorrelated BN and ~1e16 for
GCP). By contrast, the conditioning of the approximate solver (Newton-Schulz
iteration [19]) is about le5 for decorrelated BN and is around lel5 for GCP,
while the standard BN only has a condition number of 1e3.
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Fig. 1. The covariance conditioning of the SVD meta-layer during the training process
in the tasks of decorrelated BN (left) and GCP (Right). The decorrelated BN is based
on ResNet-50 and CIFAR100, while ImageNet and ResNet-18 are used for the GCP.

Ill-conditioned covariance matrices can harm the training of the network in
both the forward pass (FP) and the backward pass (BP). For the FP, mainly
the SVD solver is influenced in terms of stability and accuracy. Since the ill-
conditioned covariance has many trivially-small eigenvalues, it is difficult for an
SVD solver to accurately estimate them and large round-off errors are likely to
be triggered, which might hurt the network performances. Moreover, the very
imbalanced eigenvalue distribution can easily make the SVD solver fail to con-
verge and cause the training failure [54,44]. For the BP, as pointed out in [27,
56, 20], the feature covariance is closely related to the Hessian matrix during the
backpropagation. Since the error curvature is given by the eigenvalues of the
Hessian matrix [48], for the ill-conditioned Hessian, the Gradient Descent (GD)
step would bounce back and forth in high curvature directions (large eigenval-
ues) and make slow progress in low curvature directions (small eigenvalues). As
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a consequence, the ill-conditioned covariance could cause slow convergence and
oscillations in the optimization landscape. The generalization abilities of a deep
model are thus harmed.

Due to the data-driven learning nature and the highly non-linear transform
of deep neural networks, directly giving the analytical form of the covariance
conditioning is intractable. Some simplifications have to be performed to ease
the investigation. Since the covariance is generated and passed from the previous
layer, the previous layer is likely to be the most relevant to the conditioning.
Therefore, we naturally limit our focus to the Pre-SVD layer, i.e., the layer before
the SVD layer. To further simplify the analysis, we study the Pre-SVD layer in
two consecutive training steps, which can be considered as a mimic of the whole
training process. Throughout the paper, we mainly investigate some meaningful
manipulations on the weight, the gradient, and the learning rate of the Pre-SVD
layer in two sequential training steps. Under our Pre-SVD layer simplifications,
one promising direction to improve the conditioning is enforcing orthogonality on
the weights. Orthogonal weights have the norm-preserving property, which could
improve the conditioning of the feature matrix. This technique has been widely
studied in the literature of stable training and Lipschitz networks [33, 52, 43]. We
select some representative methods and validate their effectiveness in the task
of decorrelated BN. Our experiment reveals that these orthogonal techniques
can greatly improve the covariance conditioning, but could only bring marginal
performance improvements and even slight degradation. This indicates that when
the representation power of weight is limited, the improved conditioning does not
necessarily lead to better performance. Orthogonalizing only the weight is thus
insufficient to improve the generalization.

Instead of seeking orthogonality constraints on the weights, we propose our
Nearest Orthogonal Gradient (NOG) and Optimal Learning Rate (OLR). These
two techniques explore the orthogonality possibilities about the learning rate and
the gradient. More specifically, our NOG modifies the gradient of the Pre-SVD
layer into its nearest-orthogonal form and keeps the GD direction unchanged.
On the other hand, the proposed OLR dynamically changes the learning rate
of the Pre-SVD layer at each training step such that the updated weight is as
close to an orthogonal matrix as possible. The experimental results demonstrate
that the proposed two techniques not only significantly improve the covariance
conditioning but also bring obvious improvements in the validation accuracy of
both GCP and decorrelated BN. Moreover, when combined with the orthogonal
weight treatments, the performance can have further improvements.

The main contributions and findings are summarized below:

— We systematically study the problem of how to improve the covariance condi-
tioning of the SVD meta-layer. We propose our Pre-SVD layer simplification
to investigate this problem from the perspective of orthogonal constraints.

— We explore different techniques of orthogonal weights to improve the co-
variance conditioning. Our experiments reveal that these techniques could
improve the conditioning but would harm the generalization abilities due to
the limitation on the representation power of weight.
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— We propose the nearest orthogonal gradient and optimal learning rate. The
experiments on GCP and decorrelated BN demonstrate that these methods
can attain better covariance conditioning and improved generalization. Their
combinations with weight treatments can further boost the performance.

2 Related Work

In this section, we introduce the related work in differentiable matrix decom-
position and the orthogonality in neural networks which could be relevant in
improving the covariance conditioning.

2.1 Differentiable Matrix Decomposition

The differentiable matrix decomposition is widely used in neural networks as
a spectral meta-layer. Ionescu et al. [24,25] first propose the theory of matrix
back-propagation and laid a foundation for the follow-up research. In deep neu-
ral networks, the transformation of matrix square root and its inverse are often
desired due to the appealing spectral property. Their applications cover a wide
range of computer vision tasks [45,46]. To avoid the huge time consumption of
the SVD, some iterative methods are also developed to approximate the solu-
tion [19,45,46]. In [20,8,23,21,22,45], the inverse square root is used in the
ZCA whitening transform to whiten the feature map, which is also known as the
decorrelated BN. The Global Covariance Pooling (GCP) models [29, 28, 53, 58,
44,13, 47] compute the matrix square root of the covariance as a spectral nor-
malization, which achieves impressive performances on some recognition tasks,
including large-scale visual classification [29,44, 58, 45], fine-grained visual cat-
egorization [29,28,47], and video action recognition [13]. The Whitening and
Coloring Transform (WCT), which uses both the matrix square root and inverse
square root, is usually adopted in some image generation tasks such as neural
style transfer [30,55], image translation [51,9], and domain adaptation [1,10].
In the geometric vision problems, the differentiable SVD is usually applied to
estimate the fundamental matrix and the camera pose [38,11,6]. Besides the
SVD-based factorization, differentiating Cholesky decomposition [35] and some
low-rank decomposition is used to approximate the attention mechanism [14, 59,
31] or to learn the constrained representations [7,60].

2.2 Orthogonality in Neural Network

Orthogonal weights have the benefit of the norm-preserving property, i.e., the
relation ||[WA||p=||A||r holds for any orthogonal W. When it comes to deep
neural networks, such a property can ensure that the signal stably propagates
through deep networks without either exploding or vanishing gradients [3, 15],
which could speed up convergence and encourage robustness and generalization.
In general, there are three ways to enforce orthogonality to a layer: orthogonal
weight initialization [40,33,57], orthogonal regularization [39,2,37,2,52], and
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explicit orthogonal weight via Carley transform or matrix exponential [32,49,
43]. Among these techniques, orthogonal regularization and orthogonal weight
are most commonly used as they often bring some practical improvements in
generalization. Since the covariance is closely related to the weight matrix of the
Pre-SVD layer, enforcing the orthogonality constraint could help to improve the
covariance conditioning of the SVD meta-layer. We will choose some represen-
tative methods and validate their impact in Sec. 4.2.

Notice that the focus of existing literature is different from our work. The or-
thogonality constraints are often used to improve the Lipschitz constants of the
neural network layers, which is expected to improve the visual quality in image
generation [5,34], to allow for better adversarial robustness [50, 43], and to im-
prove generalization abilities [41,52]. Our work is concerned with improving the
covariance conditioning and generalization performance. Moreover, the orthog-
onality literature mainly investigates how to enforce orthogonality to weight
matrices, whereas less attention is put on the gradient and learning rate. In
Sec. 5, we will explore such possibilities and propose our solutions: nearest or-
thogonal gradient and optimal learning rate which is optimal in the sense that
the updated weight is as close to an orthogonal matrix as possible.

3 Background: SVD Meta-Layer

This section presents the background knowledge about the propagation rules of
the SVD meta-layer.

3.1 Forward Pass

Given the reshape feature XcR?*¥ where d denotes the feature dimensionality

(i.e., the number of channels) and N represents the number of features (i.e., the
product of spatial dimensions of features), an SVD meta-layer first computes the
sample covariance as:

1 1
P=XJX"J=—-1- =117 2
LI 1) 2)
where J represents the centering matrix, I denotes the identity matrix, and 1
is a column vector whose values are all ones, respectively. The covariance is
always positive semi-definite (PSD) and does not have any negative eigenvalues.
Afterward, the eigendecomposition is performed using the SVD:

P = UAU7T, A =diag(\1,...,\) (3)

where U is the orthogonal eigenvector matrix, diag(-) denotes transforming a
vector to a diagonal matrix, and A is the diagonal matrix in which the eigenval-
ues are sorted in a non-increasing order ¢.e., A;>\;41. Then depending on the
application, the matrix square root or the inverse square root is calculated as:

Q2 P:=UA:2UT A :diag(A%,...,Aj) @
S2P 1 =UA:UT A2 = diag()\;%,,,,7)\;%)
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The matrix square root Q is often used in GCP-related tasks [29, 58,44], while
the application of decorrelated BN [20, 42] widely applies the inverse square root
S. In certain applications such as WCT, both Q and S are required.

3.2 Backward Pass

Let a% and g—é denote the partial derivative of the loss [ w.r.t to the matrix
square root Q and the inverse square root S, respectively. Then the gradient
passed to the eigenvector is computed as:

ol ol ol . 1 0l ol ol . _1

—| =(s=+ (=) )UA2, —| =(=+(=5)" )UA 5
Notice that the gradient equations for Q and S are different. For the eigenvalue,
the gradient is calculated as:

S P R | S|
aiAQ—§dlag()\1 7"'7)\d ) 8Q ,aAS

1 _
= —gdiag(A 7, HUuT U

Subsequently, the derivative of the SVD step can be calculated as:

a o Ol ol
87P_U((K o(U 87U))+(6)7A

where o denotes the matrix Hadamard product, and the matrix K consists of
entries K;;=1/(A\;—\;) if i#j and K;;=0 otherwise. This step is the same for
both Q and S. Finally, we have the gradient passed to the feature X as:

oo o

oX OoP 0P
With the above rules, the SVD function can be easily inserted into any neural
networks and trained end-to-end as a meta-layer.

)diag)UT (7)

)H)XJ (8)

4 Pre-SVD Layer and Weight Treatments

In this section, we first motivate our simplification of the Pre-SVD layer, and
then validate the efficacy of some representative weight treatments.

4.1 Pre-SVD Layer Simplification

The neural network consists of a sequential of non-linear layers where the learning
of each layer is data-driven. Stacking these layers leads to a highly non-linear and
complex transform, which makes directly analyzing the covariance conditioning
intractable. To solve this issue, we have to perform some simplifications.

Our simplifications involve limiting the analysis only to the layer previous to
the SVD layer (which we dub as the Pre-SVD layer) in two consecutive training
steps. The Pre-SVD layer directly determines the conditioning of the generated
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covariance, while the two successive training steps are a mimic of the whole
training process. The idea is to simplify the complex transform by analyzing the
sub-model (two layers) and the sub-training (two steps), which can be considered
as an ”abstract representation” of the deep model and its complete training.

Let W denote the weight matrix of the Pre-SVD layer. Then for the input
X passed to the layer, we have:

X1 = WX, +b (9)

where X;1 is the feature passed to the SVD layer, and b is the bias vector. Since
the bias b has a little influence here, we can sufficiently omit it for simplicity. The
covariance in this step is computed as WXleTWT. After the BP, the weight
matrix is updated as an% where 7 denotes the learning rate of the layer. Let
Y, denote the passed-in feature of the next training step. Then the covariance
is calculated as:

al al T
C = ((W—n550) Y1) (W= n550) - Y1)
al al
= (W - Uﬁ)YleT(W - nW)T
= WYIYTWT—n—lYlYTWT—nWYlYT(ﬂ)%n?ﬂYlYT(ﬁ)T
! OW ! Low OW ! av&gm)

where C denotes the generated covariance of the second step. Now the problem
becomes how to stop the new covariance C from becoming worse-conditioned
than WX, X7 W7 In eq. (10), three variables could influence the conditioning:
the weight W, the gradient of the last step f—vlv, and the learning rate n of
this layer. Among them, the weight W seems to be the most important as it
contributes to three terms of eq. (10). Moreover, the first term WY, Y/ W7
computed by W is not attenuated by 1 or n? like the other terms. Therefore,
it is natural to first consider manipulating W such that the conditioning of C
could be improved.

4.2 General Treatments on Weights

In the literature of enforcing orthogonality to the neural network, there are sev-
eral techniques to improve the conditioning of the weight W. Now we introduce
some representatives methods and validate their impacts.

Spectral Normalization (SN). In [34], the authors propose a normalization
method to stabilize the training of generative models [16] by dividing the weight
matrix with its largest eigenvalue. The process is defined as:

W /0 maz(W) (11)

Such a normalization can ensure that the spectral radius of W is always 1, i.e.,
Omaz(W)=1. This could help to reduce the conditioning of the covariance since
we have 0,0 (WY )=0mq:(Y;) after the spectral normalization.
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Orthogonal Loss (OL). Besides limiting the spectral radius of W, enforcing
orthogonality constraint could also improve the covariance conditioning. As or-
thogonal matrices are norm-preserving (i.e., || WY, ||[r=||W]||r), lots of methods
have been proposed to encourage orthogonality on weight matrices for more sta-
ble training and better signal-preserving property [36, 2,52, 49, 43]. One common
technique is to apply soft orthogonality [52] by the following regularization:

L= [[WW' || (12)

This extra loss is added in the optimization objective to encourage more orthog-
onal weight matrices. However, since the constraint is achieved by regularization,
the weight matrix is not exactly orthogonal at each training step.

Orthogonal Weights (OW). Instead of applying soft orthogonality by regu-
larization, some methods can explicitly enforce hard orthogonality to the weight
matrices [49,43]. The technique of [43] is built on the mathematical property:
for any skew-symmetric matrix, its matrix exponential is an orthogonal matrix.

exp(W — W) exp(W — WHT =1 (13)

where the operation of W—W7 is to make the matrix skew-symmetric, i.e.,
the relation W—W7T= — (W-WT)T always holds. Then exp(W—-W7) is used
as the weight. This technique explicitly constructs the weight as an orthogonal
matrix. The orthogonal constraint is thus always satisfied during the training.

Covariance Conditioning of Decorrelated BN using Weight Treatments

Table 1. Performance of different weight
treatments on ResNet-50 and CIFAR100
based on 10 runs.

Methods| meantstd | min
SVD| 19.99+0.16 | 19.80
SVD + SN| 19.94+0.33 | 19.60

Training Steps x10t SVD + OL|19.73+0.28|19.54
. . oy . SVD + OW| 20.06+0.17 |19.94
Flg‘ 2. The covariance COHdlthnlng dur— Newton-Schulz itcration‘ 19.45+0.33 | 19.01

ing the training process. All the weight
treatments can improve the conditioning.

We apply the above three techniques in the experiment of decorrelated BN.
Fig. 2 displays the covariance conditioning throughout the training, and Ta-
ble 1 presents the corresponding validation errors. As can be seen, all of these
techniques attain much better conditioning, but the performance improvements
are not encouraging. The SN reduces the conditioning to around 10°, while the
validation error marginally improves. The soft orthogonality by the OL brings
slight improvement on the performance despite some variations in the condition-
ing. The conditioning variations occur because the orthogonality constraint by
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regularization is not strictly enforced. Among the weight treatments, the hard
orthogonality by the OW achieves the best covariance conditioning, continu-
ously maintaining the condition number around 10% throughout the training.
However, the OW slightly hurts the validation error. This implies that better
covariance conditioning does not necessarily correspond to the improved perfor-
mance, and orthogonalizing only the weight cannot improve the generalization.
We conjecture that enforcing strict orthogonality only on the weight might limit
its representation power. Nonetheless, as will be discussed in Sec. 5.1, the side
effect can be canceled when we simultaneously orthogonalize the gradient.

5 Nearest Orthogonal Gradient & Optimal Learning Rate

In this section, we introduce our proposed two techniques on modifying the
gradient and learning rate of the Pre-SVD layer. Their combinations with the
weight treatments are also discussed.

5.1 Nearest Orthogonal Gradient (NOG)

As discussed in Sec. 4.1, the covariance conditioning is also influenced by the
gradient 8‘9—‘}\,. However, existing literature mainly focuses on orthogonalizing the
weights. To make the gradient also orthogonal, we propose to find the nearest-
orthogonal gradient of the Pre-SVD layer. Different matrix nearness problems
have been studied in [18], and the nearest-orthogonal problem is defined as:

min || 5 — Rl[r subject to RR” =1 (14)

where R is the seeking solution. To obtain such an orthogonal matrix, we can
construct the error function as:

ol

(2L ol
A%

R)" (- ~R)) + Tr(SRTR - 1) (15)

e(R) = Tr( W

where T'r(-) is the trace measure, and X denotes the symmetric matrix Lagrange
multiplier. The closed-form solution is given by:

ol ol . Ol \~3
R_aw((aw) aw) (16)

The detailed derivation is given in the supplementary material. If we have the
SVD of the gradient (USVT:(;)—VZV), the solution can be further simplified as:

R =UsSVT(vs~ivT) =uUvT (17)

As indicated above, the nearest orthogonal gradient is achieved by setting the
singular value matrix to the identity matrix, i.e., setting S to I. Notice that only
the gradient of Pre-SVD layer is changed, while that of the other layers is not
modified. Our proposed NOG can bring several practical benefits.
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Orthogonal Constraint and Optimal Conditioning. The orthogonal con-
straint is exactly enforced on the gradient as we have (UVT)TUVT=L. Since
we explicitly set all the singular values to 1, the optimal conditioning is also
achieved, i.e., m(aa—vlv)zl. This could help to improve the conditioning.

Keeping Gradient Descent Direction Unchanged. In the high-dimensional
optimization landscape, the many curvature directions (GD directions) are char-
acterized by the eigenvectors of gradient (U and V). Although our modification
changes the gradient, the eigenvectors and the GD directions are untouched. In
other words, our NOG only adjusts the step size in each GD direction. This
indicates that the modified gradients will not harm the network performances.

Combination with Weight Treatments. Our orthogonal gradient and the
previous weight treatments are complementary. They can be jointly used to
simultaneously orthogonalize the gradient and weight. In the following, we will
validate their joint impact on the conditioning and performance.

Covariance i of BN using Gradient Treatments.

Table 2. Performance of gradient and
weight treatments on ResNet-50 and CI-
FAR100. Each result is based on 10 runs.

Condition Number

Methods| meantstd | min

SVD| 19.99+0.16 | 19.80
. . = = . SVD + NOG| 19.4340.24 | 19.15
Training Steps «10¢ SVD + NOG + SN| 19.434+0.21 | 19.20
SVD + NOG + OL| 20.14+0.39 | 19.54

Fig. 3. The covariance conditioning dur- SVD + NOG + OW]19.22-0.28|18.90
. .. . Newton-Schulz iteration| 19.45+0.33 | 19.01
ing the training process using orthogonal
gradient and combined weight treatments.

o ﬁ\

2 4

Fig. 3 and Table 2 present the covariance conditioning of decorrelated BN and
the corresponding validation errors, respectively. As we can observe, solely using
the proposed NOG can largely improve the covariance conditioning, decreasing
the condition number from 102 to 10. Though this improvement is not as sig-
nificant as the orthogonal constraints (e.g., OL and OW), our NOG can benefit
more the generalization abilities, leading to the improvement of validation error
by 0.6%. Combining the SN with our NOG does not lead to obvious improve-
ments in either the conditioning or validation errors, whereas the joint use of
NOG and OL harms the network performances. This is because the orthogonal-
ity constraint by loss might not be enforced under the gradient manipulation.
When our NOG is combined with the OW, the side effect of using only OW is
eliminated and the performance is further boosted by 0.3%. This phenomenon
demonstrates that when the gradient is orthogonal, applying the orthogonality
constraint to the weight could also be beneficial to the generalization.
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5.2 Optimal Learning Rate (OLR)

So far, we only consider orthogonalizing W and f—vlv separately, but how to
jointly optimize W—nf—vlv has not been studied yet. Actually, it is desired to
choose an appropriate learning rate n such that the updated weight is close to
an orthogonal matrix. To this end, we need to achieve the following objective:

. ol ol .
H}IIHH(W—UW)(W—nW) —1I|p (18)

This optimization problem can be more easily solved in the vector form. Let w,
i, and 1 denote the vectorized W, I, and %, respectively. Then we construct
the error function as:

T AT T .
e(n) = ((w=m)"(w=m)—i) ((w-mT(w-m-i)  (19)
Expanding and differentiating the equation w.r.t. n lead to:

de(n)
dn

~ —dww 1w + dpwwl 171 + 8T wl'w = 0
wliwllw (20
* ~
wIwlTl + 21TwlTw

Ui

where some higher-order terms are neglected. The detailed derivation is given
in the supplementary material. Though the proposed OLR yields the updated
weight nearest to an orthogonal matrix theoretically, the value of n* is unbounded
for arbitrary w and 1. Directly using n* might cause unstable training. To avoid
this issue, we propose to use the OLR only when its value is smaller than the
learning rate of other layers. Let Ir denote the learning rate of the other layers.
The switch process can be defined as:
* N *
n:{n if pt<lr (21)

lr  otherwise

Combination with Weight/Gradient Treatments. When either the weight
or the gradient is orthogonal, our OLR needs to be carefully used. When only W
is orthogonal, w”w is a small constant and it is very likely to have w” w<17w.
Consequently, we have w? wl” w<17wl”w and n* will attenuate to zero. Simi-
larly for orthogonal gradient, we have wlwl?w<1?wl’1 and this will cause n*
close to zero. Therefore, the proposed OLR cannot work when either the weight
or gradient is orthogonal. Nonetheless, we note that if both W and % are
orthogonal, our n* is bounded. Specifically, we have:

Proposition 1 When both W and ;—JV are orthogonal, n* is both upper and

lower bounded. The upper bound is NIX—; and the lower bound is N++2 where N
denotes the row dimension of W.
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We give the detailed proof in the supplementary material. Obviously, the
upper bound of n* is smaller than 1. For the lower bound, since the row dimension
of N is often large (e.g., 64), the lower bound of n* can be according very small
(e.g., 2e—4). This indicates that our proposed OLR could also give a small
learning rate even in the later stage of the training process.

In summary, the optimal learning rate is set such that the updated weight is
optimal in the sense that it become as close to an orthogonal matrix as possible.
In particular, it is suitable when both the gradient and weight are orthogonal.

Covariance itioni BN using Optimal Learning Rate

—sbiovon Table 3. Performance of optimal learning
rate and hybrid treatments on ResNet-50

and CIFAR100 based on 10 runs.

3
2
£
2
§
b
8
3

Methods| meandstd | min
SVD{ 19.9940.16 | 19.80
SVD + OLR| 19.504+0.39 | 18.95
SVD + NOG + OLR/| 19.7740.27 | 19.36
SVD + OW + OLR/| 20.61+0.22 | 20.43
SVD 4+ NOG + OW +0OLR/|19.05+0.31|18.77
Newton-Schulz iteration| 19.45+0.33 | 19.01

Fig. 4. The covariance conditioning dur-
ing the training process using optimal
learning rate and hybrid treatments.

We give the covariance conditioning and the validation errors of our OLR
in Fig. 4 and in Table 3, respectively. Our proposed OLR significantly reduces
the condition number to 10* and improves the validation error by 0.5%. When
combined with either orthogonal weight or orthogonal gradient, there is a slight
degradation on the validation errors. This meets our expectation as n* would
attenuate to zero in both cases. However, when both W and % are orthogonal,
jointly using our OLR achieves the best performance, outperforming only OLR
by 0.5% and beating OW+NOG by 0.2%. This observation confirms that the
proposed OLR works well for simultaneously orthogonal W and a%lv'

6 Experiments

We validate the proposed approaches in two applications: GCP and decorrelated
BN. These two tasks are very representative because they have different usages
of the SVD meta-layer. The GCP uses the matrix square root, while the decorre-
lated BN applies the inverse square root. In addition, the models of decorrelated
BN often insert the SVD meta-layer at the beginning of the network, whereas
the GCP models integrate the layer before the FC layer.

6.1 Decorrelated Batch Normalization

Table 4 compares the performance of each method on CIFAR10/CIFARI00 [26]
based on ResNet-50 [17]. Both of our NOG and OLR achieve better performance
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Table 4. Performance comparison of different decorrelated BN methods on CI-
FAR10/CIFAR100 [26] based on ResNet-50 [17]. We report each result based on 10
runs. The best four results are highlighted in red, blue, , and cyan respectively.

Methods CIFARI10 CIFAR100
mean=std | min | meantstd | min
SVD| 4.354+0.09 | 4.17| 19.99+£0.16 | 19.80
SVD + Spectral Norm (SN)|4.314+0.10 |4.15 | 19.944+0.33 | 19.60
SVD + Orthogonal Loss (OL)| 4.2840.07 |4.23 | 19.734+0.28 | 19.54
SVD + Orthogonal Weight (OW)| 4.424+0.09 |4.28 | 20.06+0.17 | 19.94
SVD + Nearest Orthogonal Gradient (NOG) 4.04 19.15
SVD + Optimal Learning Rate (OLR)|4.23-+0.17|3.98/19.50+0.39
SVD + NOG + OW|4.09+0.07 19.224+0.28(18.90
SVD + NOG + OW + OLR|3.93+0.09(3.85|19.05+0.31|18.77

Newton-Schulz iteration] 4.2040.11 [4.11] 19.45+0.33 [ 19.01

than other weight treatments and the SVD. Moreover, when hybrid treatments
are adopted, we can observe step-wise steady improvements on the validation
errors. Among these techniques, the joint usage of OLR with NOG and OW
achieves the best performances across metrics and datasets, outperforming the
SVD baseline by 0.4% on CIFAR10 and by 0.9% on CIFAR100. This demon-
strates that these treatments are complementary and can benefit each other.

Table 5. Performance comparison of different GCP methods on ImageNet [12] based
on ResNet-18 [17]. The failure times denote the total times of non-convergence of the
SVD solver during one training process. The best four results are highlighted in red,
blue, , and cyan respectively.

Method |Failure Times|Top-1 Acc. (%)|Top-5 Acc. (%)
SVD 5 73.13 91.02

SVD + Spectral Norm (SN) 2 73.28 (1 0.2) | 91.11 (1 0.1)

SVD + Orthogonal Loss (OL) 1 71.75 (L 1.4) | 90.20 (J 0.8)
SVD + Orthogonal Weight (OW) 2 73.07 (L 0.1) | 90.93 ( 0.1)
1
0
0

SVD + Nearest Orthogonal Gradient (NOG) ( )

( )
SVD + Optimal Learning Rate (OLR) 73.39 (1 0.3) | 91.26 (1 0.2)
SVD + NOG + OW 73.71 (1 0.6) | 91.43 (1 0.4)
SVD + NOG + OW + OLR 0 73.82 (1 0.7) | 91.57 (1 0.6)
Newton-Schulz iteration| 0 [ 73.36 (10.2) | 90.96 ({ 0.1)

6.2 Global Covariance Pooling

Table 5 presents the total failure times of the SVD solver in one training pro-
cess and the validation accuracy on ImageNet [12] based on ResNet-18 [17].
The results are very coherent with our experiment of decorrelated BN. Among
the weight treatments, the OL and OW hurt the performance, while the SN
improves that of SVD by 0.2%. Our proposed NOG and OLR outperform the
weight treatments and improve the SVD baseline by 0.4% and by 0.3%, respec-
tively. Moreover, the combinations with the orthogonal weight further boost the
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performance. Specifically, combining NOG and OW surpasses the SVD by 0.6%.
The joint use of OW with NOG and OLR achieves the best performance among
all the methods and beats the SVD by 0.7%.

Condition Number

Training Steps 12 o
Fig. 5. The covariance conditioning of GCP methods in the later stage of the training.
The periodic spikes are caused by the evaluation on the validation set after every epoch.

Fig. 5 depicts the covariance conditioning in the later training stage. Our
OLR and the OW both reduce the condition number by around 1el5, whereas the
proposed NOG improves the condition number by 2e15. When hybrid treatments
are used, combining NOG and OW attains better conditioning than the separate
usages. Furthermore, simultaneously using all the techniques leads to the best
conditioning and improves the condition number by 5elb.

The covariance conditioning of GCP tasks is not improved as much as that of
decorrelated BN. This might stem from the unique architecture of GCP models:
the covariance is directly used as the final representation and fed to the FC layer.
We conjecture that this setup might cause the covariance to have a high condition
number. The approximate solver (Newton-Schulz iteration) does not have well-
conditioned matrices either (a21el15), which partly supports our conjecture.

7 Conclusion and Future Work

In this paper, we explore different approaches to improve the covariance con-
ditioning of the SVD meta-layer. Existing treatments on orthogonal weight are
first studied. Our experiments reveal that these techniques could improve the
conditioning but might hurt the performance due to the limitation on the rep-
resentation power. To avoid the side effect of orthogonal weight, we propose
the nearest orthogonal gradient and the optimal learning rate, both of which
could simultaneously attain better covariance conditioning and improved gener-
alization abilities. Moreover, their combinations with orthogonal weight further
boost the performance. In future work, we would like to study the problem
of ill-conditioned covariance from other perspectives and extend our proposed
techniques to other SVD-related methods.
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