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Abstract. Unlike the conventional Knowledge Distillation (KD), Self-
KD allows a network to learn knowledge from itself without any guidance
from extra networks. This paper proposes to perform Self-KD from im-
age Mixture (MixSKD), which integrates these two techniques into a
unified framework. MixSKD mutually distills feature maps and proba-
bility distributions between the random pair of original images and their
mixup images in a meaningful way. Therefore, it guides the network
to learn cross-image knowledge by modelling supervisory signals from
mixup images. Moreover, we construct a self-teacher network by aggre-
gating multi-stage feature maps for providing soft labels to supervise
the backbone classifier, further improving the efficacy of self-boosting.
Experiments on image classification and transfer learning to object de-
tection and semantic segmentation demonstrate that MixSKD outper-
forms other state-of-the-art Self-KD and data augmentation methods.
The code is available at https://github.com/winycg/Self-KD-Lib.
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1 Introduction

Knowledge Distillation (KD) [15] is an effective paradigm to enable a given
student network to generalize better under the guidance of a pre-trained high-
performance teacher. The seminal KD guides the student to mimic the predic-
tive class probability distributions (also namely soft labels) generated from the
teacher. Interestingly, although the soft label assigns probabilities to incorrect
classes, the relative probability distribution also encodes meaningful informa-
tion on similarity among various categories [46]. The soft label has been widely
demonstrated as dark knowledge to enhance the student’s performance [15,46].

The conventional KD [15,30,38,43,39] relies on a pretrained teacher to pro-
vide soft labels. Thus the two-stage process increases the training pipeline and
is time-consuming. Recent studies of Self-KD have illuminated that a network
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Fig. 1. Overview of the basic idea about our proposed MixSKD.

can distill its own knowledge to teach itself without a pretrained teacher. How-
ever, exploring knowledge from the network itself is a non-trivial problem. Ex-
isting Self-KD works often employ auxiliary architecture [31,52,53,18,51] or data
augmentation [37,48] to capture additional knowledge to enhance the network.
The auxiliary-architecture-based method often appends extra branches to the
backbone network. Self-KD regularizes these branches and the backbone net-
work to generate similar predictions via knowledge transfer [31,52]. Another
vein is to mine meaningful knowledge from external data augmentations. Data-
augmentation-based methods aim to regularize the consistent predictions be-
tween distorted versions of the same instance [37] or two instances from the
same class [48]. A common point of previous Self-KD methods is that the mined
supervisory signal, e.g. soft label, is generated from an individual input sample.

In contrast, we propose incorporating Self-KD with image Mixture (namely
MixSKD) into a unified framework. Image mixture has been developed as an
advanced data augmentation called Mixup [50]. Mixup performs pixel-wise image
mixture between two randomly sampled images xi and xj to construct a virtual
sample x̃ij . The virtual sample’s label ỹij is a linear interpolation between the
one-hot ground-truth labels of yi and yj with the same mixture proportion.
Additional Mixup images introduce more samples in the input space by randomly
fusing different images. This allows Self-KD to distill richer knowledge towards
image mixture over the independent samples. The success behind Mixup is to
encourage the network to favour simple linear behaviours in-between training
samples [50]. Our MixSKD further takes advantage of this property by modelling
supervisory signals from Mixup images in the feature and probability space.

As shown in Fig. 1, we propose to linearly interpolate the probability distri-
butions pi and pj inferred from the original images xi and xj to model the soft
ensemble label pij to supervise the Mixup distribution p̃ij . Intuitively, pij en-
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codes the crude predictions based on the full information in two original images.
It can be seen as a pseudo teacher distribution to provide comprehensive knowl-
edge for Mixup-based p̃ij . Symmetrically, we also regard p̃ij as the soft label to
supervise pij . p̃ij could be regarded as a data-augmented distribution to refine
pij for learning robust mixed predictions under Mixup and avoid overfitting.
The mutual distillation process encourages the network to produce consistent
predictions between the pair of original images (xi,xj) and their Mixup image
x̃ij . Another efficacy compared with the conventional Mixup training is that
Self-KD would force the network to generate similar wrong predictions over in-
correct classes between pij and p̃ij . This property of dark knowledge may also
be a critical factor demonstrated by previous KD research [46].

Inspired by [52,31,38,39], we append auxiliary feature alignment modules for
transforming the feature maps from shallow layers to match the hierarchy with
the final feature map. We match these feature maps between the pair of original
images (xi,xj) and their Mixup image x̃ij via Self-KD, as shown in Fig. 1. Mo-
tivated by [36], we propose an adversarial feature Self-KD method that utilizes
l2 loss to force the feature maps to be close and a discriminator loss to simulta-
neously increase the difficulty of mimicry. This process encourages the network
to learn common semantics between matched feature maps. We further attach
auxiliary classifiers to these hidden feature maps to output probability distribu-
tions and perform probability Self-KD. This further regularizes the consistency
of intermediate information.

Over the training graph, we also construct a self-teacher to supervise the
final classifier of the backbone network. The self-teacher aggregates all interme-
diate feature maps and uses a linear classifier to provide meaningful soft labels.
The soft label is informative since it assembles all feature information across
the network. During the training phase, we introduce auxiliary branches and
a self-teacher to assist Self-KD. During the test phase, we discard all auxiliary
architectures, resulting in no extra costs compared with the baseline.

Following the consistent benchmark [48,18], we demonstrate that MixSKD
is superior to State-Of-The-Art (SOTA) Self-KD methods and data augmenta-
tion approaches on image classification tasks. Extensive experiments on down-
stream object detection and semantic segmentation further show the superiority
of MixSKD in generating better feature representations.

The contributions are three-fold: (1) We propose incorporating Self-KD with
image mixture into a unified framework in a meaningful manner to improve image
recognition. (2) We construct a self-teacher by aggregating multi-stage feature
maps to produce high-quality soft labels. (3) MixSKD achieves SOTA perfor-
mance on image classification and downstream dense prediction tasks against
other competitors.

2 Related Works

Multi-Network Knowledge Distillation. The conventional multi-network
KD often depends on extra networks for auxiliary training in an offline or online
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manner. The offline KD [15,11,27,38,44,43,39,23,24] transfers knowledge from a
pre-trained teacher to a smaller student. Online KD [54,57,3,41,40,45,39] aims
to train multiple student networks and perform knowledge transfer within the
cohort in an online manner. A popular mechanism called Deep Mutual Learn-
ing (DML) [54] or Mutual Contrastive Learning (MCL) [40] suggests that an
ensemble of students learn significantly better through teaching each other. Our
MixSKD also employs mutual mimicry of intermediate feature maps and proba-
bility distributions. An important distinction with DML is that we aim to distill
information from the view of Mixup within a single network. In contrast to mu-
tual learning, another vein is to construct a virtual online teacher via knowledge
ensembling from multiple student networks [57]. Instead of multiple networks,
we aggregate multi-stage feature maps from attached branches within a single
network to construct a powerful self-teacher. This self-teacher generates excellent
soft labels for auxiliary Mixup training.

Self-Knowledge Distillation. Unlike offline and online KD, Self-KD aims
to distill knowledge from the network itself to improve its own performance.
Self-KD is a non-trivial problem since it does not have explicit peer networks.
Therefore, a natural idea is to introduce auxiliary architecture to capture extra
knowledge. DKS [31] proposes pairwise knowledge alignments among auxiliary
branches and the primary backbone. BYOT [52] regards the deepest classifier as
a teacher and transfers knowledge to shallow ones. ONE [57] aggregates an en-
semble logit from multiple auxiliary networks to provide the soft label. Beyond
the logit level, SAD [16] performs top-down and layer-wise attention distilla-
tion within the network itself. FRSKD [18] generates a self-teacher network for
itself to provide refined feature maps for feature distillation. Another orthogo-
nal aspect is to excavate knowledge from data augmentation. DDGSD [37] and
CS-KD [48] regularize the consistency of predictive distributions between two
different views. DDGSD utilizes two different augmented versions of the same
image as two views, while CS-KD leverages two different samples from the same
class. Moreover, prediction penalization is also a form of Self-KD. Tf-KD [46]
connects label smoothing [32] to Self-KD and applies a manually designed soft
label to replace the teacher. Orthogonal to the above studies, we propose Self-KD
from the image mixture perspective and achieve the best performance.

Image Mixture. Image mixture has been developed to a robust data aug-
mentation strategy. The seminal Mixup [50] performs global pixel-wise inter-
polations between two images associated with the same linear interpolation of
one-hot labels. Wang et al. [35] employ Mixup to augment a few unlabeled im-
ages for data-efficient KD. Beyond input space, Manifold Mixup [33] conducts
interpolations in the hidden feature representations. The success behind image
mixture is to provide mixed training signals for regularizing the network to be-
have linearly. However, none of the previous work explores Mixup training signals
as extra knowledge to model soft labels for Self-KD. Our MixSKD incorporates
Mixup with Self-KD into a unified framework and regularizes the network more
meaningfully. Although previous CS-KD and FRSKD also attempted to combine
Mixup to further enhance the performance, they often utilized a straightforward
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Fig. 2. Overview of the proposed MixSKD over a network with K = 3 stages. We
employ a shared architecture between the training graph of the original input images
(upper) and that of the Mixup input images (lower). The meta-architectures with the
same notation denote the identical one. During the training stage, we regularize the
feature maps and class probability distributions between the original images and Mixup
images via distillation losses. During the test stage, we drop all auxiliary components.

instead of a thoughtful way. Yun et al.[47] observed that Mixup samples are
locally unnatural, confusing the network for object localization. CutMix [47] is
proposed to execute patch-wise mixture between two images. We remark that our
MixSKD can also combine CutMix to regularize the spatial consistency between
patch-wise information mixture. This may become a promising future work.

3 Methodology

3.1 Formulation of Training Graph

The convolutional neural network (CNN) f for image classification can be com-
posed of a feature extractor ϕ and a linear classifier g, i.e. f = g◦ϕ. For simplicity,
we omit Global Average Pool between feature extractor and linear classifier. The
feature extractor ϕ often contains multiple stages for refining feature hierarchies
that is formulated as ϕ = ϕK ◦ · · · ◦ ϕ2 ◦ ϕ1, where K is the number of stages.
After each stage ϕk, k = 1, 2, · · · ,K − 1, we insert an auxiliary branch bk for
feature augmentation. Each bk includes a feature alignment module ζk and a
linear classifier gk. Given an input sample x, the outputs of K − 1 auxiliary
branches and the backbone network f are expressed as:
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b1(x) = g1 ◦ ζ1 ◦ ϕ1(x),

b2(x) = g2 ◦ ζ2 ◦ ϕ2 ◦ ϕ1(x),

· · ·
bK−1(x) = gK−1 ◦ ζK−1 ◦ ϕK−1 ◦ · · · ◦ ϕ1(x),

f(x) = g ◦ ϕ(x). (1)

Here, b1(x), · · · , bK−1(x) ∈ RC and f(x) ∈ RC are predicted logit vec-
tors, where C is the number of classes. The feature alignment module ζk is to
transform the feature map output from the shallow stage to match the feature
dimension with the last stage. This is implemented by making each auxiliary
branch’s path from input to output have the same number of down-samplings as
the backbone network. We formulate Fk ∈ RH×W×C as the feature map output
from the k-th branch bk for all k = 1, · · · ,K − 1 and FK ∈ RH×W×C as the
feature map output from the backbone network f . Here, H,W and C denote the
height, width and channel number of the feature map, respectively. {Fk}K−1

k=1

and FK are formulated as:

Fk(x) = ζk ◦ ϕk ◦ · · · ◦ ϕ1(x), FK(x) = ϕ(x), (2)

where k = 1, · · · ,K − 1. The transformed feature map often encodes global
structures and coarse semantic information. The property is crucial for recogni-
tion performance by reducing redundant details in shallow features. The detailed
architectures of auxiliary branches for various networks are shown in Appendix.

3.2 Task-Guided Classification Loss

We describe how to construct classification loss from architecture source and
data source. We illustrate the detailed overview of MixSKD in Fig. 2.

Classification loss from architecture source. Given an input sample
x with the ground-truth label y, we guide the K − 1 auxiliary branches and
backbone network f to learn cross-entropy based classification loss:

Lcls b f (x, y) = Lce(σ(f(x)), y) +

K−1∑
k=1

Lce(σ(bk(x)), y), (3)

where σ represents a softmax function to normalize the logits to model posterior
probability distributions, and Lce denotes the cross-entropy. This conventional
loss enables auxiliary branches and the backbone network to learn general clas-
sification capability and semantic features.

Classification loss from data source. Given two different images xi and
xj with ground-truth labels yi and yj , Mixup [50] performs linear mixture with
a combination factor λ to construct a virtual image x̃ij with an interpolated
one-hot ground-truth label ỹij :

x̃ij = λxi + (1− λ)xj , ỹij = λyi + (1− λ)yj . (4)
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Here, λ ∼ Beta(α, α) for α ∈ (0,∞) and λ ∈ [0, 1]. We utilize the input images
xi, xj and x̃ij to compute the classification task loss using cross-entropy:

Lcls mixup =Lcls b f (xi, yi) + Lcls b f (xj , yj) + Lcls b f (x̃ij , ỹij) (5)

3.3 Feature map Self-KD

Feature maps often contain information about image intensity and spatial corre-
lation. The hidden feature maps often encode the intermediate learning process.
We expect to encourage the network to behave consistently in intermediate fea-
ture maps between the pair of original images (xi,xj) and their Mixup image
x̃ij . Thus we consider linearly interpolating the feature maps between xi and

xj . The interpolated feature maps are formulated as {F̃k(xi,xj)}Kk=1:

F̃k(xi,xj) = λFk(xi) + (1− λ)Fk(xj). (6)

Motivated by the hint loss in FitNet [30], we employ the squared l2-norm for
mutual alignment between interpolated feature maps {F̃k(xi,xj) ∈ RH×W×C}Kk=1

and Mixup feature maps {Fk(x̃ij) ∈ RH×W×C}Kk=1:

Lfeature =

K∑
k=1

1

HWC
∥ F̃k(xi,xj)− Fk(x̃ij) ∥2 . (7)

Inspired by Adversarial Feature Distillation (AFD) [36], we further introduce K
discriminators {Dk}Kk=1 for the same-staged K feature maps. The discriminator
in the original AFD [36] is used to distinguish features extracted from student or
teacher. Instead, our discriminator is to classify the feature map generated from
a linear interpolation or a Mixup image. The discriminator loss is formulated as
a binary cross-entropy:

Ldis = −
K∑

k=1

log[Dk(F̃k(xi,xj))] + log[1−Dk(Fk(x̃ij))]. (8)

Here, the Dk is a two-layer MLP followed by a Sigmoid function. Motivated by
the idea of GAN [12], jointly optimizing Eq. (7) and Eq. (8) via an adversarial
process enables the network to learn common semantic information meaning-
fully. The feature Self-KD conducts an adversarial process to match linearly
interpolated feature maps from the pair of original images (xi,xj) with feature
maps from the Mixup image x̃ij . This forces the network to behave linearly in
feature representations between training samples.

3.4 Logit Distribution Self-KD

Beyond feature maps, logit-based class probability distributions often represent
the final predictive information. We also expect to encourage the network to
behave consistently in logit-based class posterior distributions between the pair
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of original images (xi,xj) and their Mixup image x̃ij . The linear interpolations
of images should lead to linear interpolations of corresponding logit-based prob-
ability distributions with the same mixed proportion. The interpolated logits
vectors of K − 1 auxiliary branches and the backbone network f are formulated
as {b̃k(xi,xj)}K−1

k=1 and f̃(xi,xj):

b̃k(xi,xj) = λbk(xi) + (1− λ)bk(xj), f̃(xi,xj) = λf(xi) + (1− λ)f(xj). (9)

Logit Self-KD over auxiliary branches {bk}K−1
k=1 . First, we aim to max-

imize the consistency of logit-based class probability distributions between lin-
early interpolated logits {b̃k(xi,xj)}K−1

k=1 and Mixup logits {bk(x̃ij)}K−1
k=1 via

KL-divergence:

Lb logit((xi,xj), x̃ij) =

K−1∑
k=1

[LKL(σ(b̃k(xi,xj)/T ), σ(bk(x̃ij)/T ))

+LKL(σ(bk(x̃ij)/T ), σ(b̃k(xi,xj)/T )]. (10)

Here, LKL is the KL-divergence, and T is a temperature following the original

KD [15]. bk(x̃ij) and b̃k(xi,xj) are fixed copies of bk(x̃ij) and b̃k(xi,xj), respec-

tively. As suggested by [26], the gradients through bk(x̃ij) and b̃k(xi,xj) are not
propagated to avoid the model collapse issue.

Training the self-teacher network h(·). The idea of the self-teacher h(·) is to
aggregate multi-stage ensemble feature maps to construct an excellent classifier.
The classifier could provide meaningful soft labels to teach the backbone classifier
in an online manner. Given the K feature maps {Fk}Kk=1 with the same dimen-
sion to h(·), we first concatenate them along the channel dimension and then use
a 1×1 convolution Conv1×1 to shrink channels. Then the ensemble feature maps
are followed by a linear classifier gh to output class probability distributions. The
inference graph is formulated as h({Fk}Kk=1) = gh(Conv1×1([F1, · · · ,FK ])).

Given the linearly interpolated feature maps {F̃k(xi,xj)}Kk=1 from the pair

of original images (xi,xj), we can derive the soft label h({F̃k(xi,xj)}Kk=1).
Given Mixup feature maps {Fk(x̃ij)}Kk=1 from the Mixup image x̃ij , we can
derive the soft label h({Fk(x̃ij)}Kk=1). For easy notation, we define h(xi,xj) =

h({F̃k(xi,xj)}Kk=1) and h(x̃ij) = h({Fk(x̃ij)}Kk=1). Motivated by the success of
Manifold Mixup [33], the class probabilities inferred from linear interpolated fea-
ture maps could also be supervised by interpolated labels. Thus we further train
both h(xi,xj) and h(x̃ij) by the interpolated label ỹij using cross-entropy loss:

Lcls h = Lce(σ(h(xi,xj)), ỹij) + Lce(σ(h(x̃ij)), ỹij). (11)

Benefiting from Equ. (11), h(·) would learn meaningful mixed distributions from
multi-stage feature maps from the view of information mixture.
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Logit Self-KD over the backbone f . We adopt the self-teacher network
h(·) to supervise the final backbone classifier, since h(·) aggregates multi-branch
feature information and leads to better performance. We utilize the Mixup logit
h(x̃ij) as the soft label to supervise the linearly interpolated logit f̃(xi,xj).
We also employ logit h(xi,xj) from the linearly interpolated feature map to
supervise Mixup logit f(x̃ij). The mutual distillation loss is formulated as:

Lf logit((xi,xj), x̃ij) = LKL(σ(f̃(xi,xj)/T ), σ(h(x̃ij)/T ))

+ LKL(σ(f(x̃ij)/T ), σ(h(xi,xj)/T )). (12)

Here, the gradients through the soft labels of h(x̃ij) and h(xi,xj) are not
propagated. In theory, the loss Lb logit and Lf logit can regularize the consis-
tency between linearly interpolated class probability distributions from the pair
of original images (xi,xj) and the distribution from Mixup image x̃ij . This
encourages the network to make linear predictions in-between training samples
over auxiliary branches {bk}K−1

k=1 and backbone network f .

3.5 Overall Loss of MixSKD

We summarize the loss terms above into a unified framework:

LMixSKD =Lcls mixup︸ ︷︷ ︸
task loss

+βLfeature + γLdis︸ ︷︷ ︸
feature Self−KD

+µ(Lb logit + Lcls h + Lf logit︸ ︷︷ ︸
logit Self−KD

).

(13)

Here, we use β = 1 to control the magnitude of feature l2 loss, where we find
β ∈ [1, 10] works well. Besides, we choose γ = 1 for discriminator loss and µ = 1
for cross-entropy or KL divergence losses since they are probability-based forms
and in the same magnitude. We perform end-to-end optimization of the training
graph. During the test stage, we discard attached auxiliary components, leading
to no extra inference costs compared with the original network.

In theory, our proposed MixSKD encourages the network to behave linearly
in the latent feature and probability distribution spaces. The linear behaviour
may reduce undesirable oscillations when predicting outliers, as discussed by
Zhang et al. [50]. Moreover, linearity is also an excellent inductive bias from the
view of Occam’s razor because it is one of the most straightforward behaviours.

4 Experiments

4.1 Experimental Setup

Dataset. We conduct experiments on CIFAR-100 [21] and ImageNet [8] as the
standard image classification tasks and CUB-200-2011 (CUB200) [34], Standford
Dogs (Dogs) [19], MIT Indoor Scene Recognition (MIT67) [28], Stanford Cars
(Cars) [20] and FGVC-Aircraft (Air) [25] datasets as the fine-grained classifica-
tion tasks. For downstream dense prediction tasks, we use COCO 2017 [22] for
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Table 1. Top-1 accuracy(%) of various Self-KD (the second block) and data augmen-
tation (the third block) methods across widely used networks for CIFAR-100 classi-
fication. The numbers in bold and underline indicate the best and the second-best
results, respectively. * denotes the result from the original paper.

Method ResNet-18[14] WRN-16-2[49] DenseNet-40[17] HCGNet-A1[42]
Parameters 11.2M 0.7M 1.1M 1.1M

Baseline 76.24±0.07 72.24±0.29 74.61±0.24 75.58±0.30

DDGSD [37] 76.61±0.47 72.46±0.05 75.87±0.30 76.50±0.18

DKS [31] 78.64±0.25 73.73±0.22 74.94±0.60 78.04±0.16

BYOT [52] 77.88±0.19 72.97±0.34 75.49±0.16 76.81±0.64

SAD [16] 76.40±0.17 72.62±0.17 74.77±0.12 75.86±0.57

Tf-KD [46] 76.61±0.34 72.66±0.21 74.68±0.17 75.84±0.23

CS-KD [48] 78.01∗±0.13 73.23±0.33 75.02±0.37 76.36±0.30

FRSKD [18] 77.71∗±0.14 73.27∗±0.45 74.91±0.36 77.26±0.11

Cutout [9] 76.66±0.42 73.66±0.18 75.45±0.33 76.63±0.15

Mixup [50] 78.68±0.12 73.60±0.59 75.55±0.81 77.89±0.18

Manifold Mixup [33] 79.29±0.20 72.53±0.08 75.19±0.38 77.72±0.26

AutoAugment [6] 77.97±0.17 74.16±0.22 76.21±0.15 78.13±0.78

RandAugment [7] 76.86±0.55 73.87±0.08 76.23±0.22 77.56±0.50

Random Erase [55] 76.75±0.33 74.04±0.11 75.52±0.46 77.38±0.14

CS-KD+Mixup [48] 79.60∗±0.31 73.82±0.18 76.32±0.37 78.03±0.44

FRSKD+Mixup [18] 78.74∗±0.19 73.67±0.36 75.56±0.07 78.23±0.22

MixSKD (Ours) 80.32±0.13 74.89±0.27 76.85±0.19 78.57±0.19

object detection and Pascal VOC [10], ADE20K [56] and COCO-Stuff-164K [1]
for semantic segmentation. The detailed dataset descriptions and training details
are provided in the Appendix.We report the mean accuracy with a standard devi-
ation over three runs using the form ofmean±std for CIFAR-100 and fine-grained
classification.

Hyper-parameter setup. As suggested Mixup [50], we use α = 0.2 in
MixSKD for ImageNet and α = 0.4 for other image classification datasets. More-
over, we set temperature T = 3 for all datasets.

4.2 Comparison with State-of-the-arts

Performance comparison on CIFAR-100. Table 1 shows the accuracy com-
parison towards state-of-the-art data augmentation and Self-KD methods on
CIFAR-100. Because MixSKD integrates Mixup [50], we also compare our method
with the latest Self-KD methods of CS-KD [48] and FRSKD [18] combined with
Mixup. We use ResNet [14], WRN [49], DenseNet [17] and HCGNet [42] as back-
bone networks to evaluate the performance. Almost previous data augmentation
and Self-KD methods can enhance the classification performance upon the base-
line across various networks. Compared to the Mixup, MixSKD achieves an av-
erage accuracy gain of 1.23% across four networks. The result indicates that the



MixSKD: Self-Knowledge Distillation from Mixup for Image Recognition 11

Table 2. Top-1 accuracy(%) of various Self-KD methods on ResNet-18 for fine-
grained classification. The numbers in bold and underline indicate the best and
the second-best results, respectively. * denotes the result from the original paper.

Method CUB200 Dogs MIT67 Cars Air

Baseline 57.48±0.45 66.83±0.29 57.81±1.42 83.50±0.24 77.07±0.26

DDGSD [37] 56.89±0.42 69.24±0.84 56.46±0.59 85.04±0.11 74.91±0.97

DKS [31] 63.72±0.21 71.07±0.07 61.50±0.12 86.13±0.31 79.69±0.31

BYOT [52] 61.77±0.43 69.58±0.20 59.03±0.42 85.36±0.18 79.32±0.45

SAD [16] 55.51±0.67 66.10±0.08 57.46±0.79 82.94±0.22 73.62±0.68

Tf-KD [46] 57.44±0.25 66.57±0.33 57.51±0.86 83.59±0.49 76.76±0.34

CS-KD [48] 66.72∗±0.99 69.15∗±0.28 59.55∗±0.45 86.87±0.04 80.92±0.44

FRSKD [18] 65.39∗±0.13 70.77∗±0.20 61.74∗±0.67 84.73±0.03 78.85±0.55

Mixup [50] 65.53±0.73 69.30±0.10 58.83±0.77 86.10±0.28 79.94±0.18

CS-KD+Mixup 69.29∗±0.64 70.07∗±0.14 60.35∗±0.85 87.10±0.30 81.13±0.45

FRSKD+Mixup 67.98∗±0.58 71.64∗±0.29 62.11∗±0.81 86.25±0.33 79.97±0.58

MixSKD (Ours) 72.15±0.53 72.14±0.22 64.10±0.45 89.17±0.08 82.95±0.31

superiority of MixSKD is not only attributed to the usage of Mixup. We further
demonstrate that MixSKD is superior to the state-of-the-art CS-KD+Mixup and
FRSKD+Mixup with average margins of 0.71% and 1.11%, respectively. These
results imply that our MixSKD explores more meaningful knowledge from image
mixture than the conventional training signals for Self-KD. Moreover, we find
that it is hard to say which is the second-best approach since different methods
are superior for various architectures. MixSKD further outperforms the powerful
data augmentation method AutoAugment with an average gain of 1.04%.

Performance comparison on fine-grained classification. Compared
with standard classification, fine-grained classification often contains fewer train-
ing samples per class and more similar inter-class semantics. This challenges a
network to learn more discriminative intra-class variations. As shown in Ta-
ble 2, we train a ResNet-18 on five fine-grained classification tasks. MixSKD can
also achieve the best performance on fine-grained classification. MixSKD out-
performs the best-second results with 2.86%, 0.50%, 1.99%, 2.07% and 1.82%
accuracy gains on five datasets from left to right. The results verify that MixSKD
can regularize the network to capture more discriminative features.

Performance comparison on ImageNet classification. ImageNet is a
large-scale image classification dataset, which is a golden classification bench-
mark. As shown in Table 3, MixSKD achieves the best 78.76% and 94.40%
top-1 and top-5 accuracies on ResNet-50 compared to advanced data augmenta-
tion and Self-KD methods. It surpasses the best-competing FRSKD+Mixup by
0.97% and 0.76% top-1 and top-5 accuracy gains. The results show the scalability
of our MixSKD to work reasonably well on the large-scale dataset.

Performance comparison on transfer learning to object detection
and semantic segmentation. We use the ResNet-50 pre-trained on ImageNet
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Table 3. Performance comparison with data augmentation and Self-KD methods on
ImageNet and downstream transfer learning for object detection on COCO 2017 and
semantic segmentation on Pascal VOC, ADE20K and COCO-Stuff-164K. All results
are re-implemented by ourselves. The numbers in bold and underline indicate the
best and the second-best results, respectively.

Method
Image Classification Detection Semantic Segmentation

ImageNet COCO Pascal VOC ADE20K COCO-Stuff
Top-1 Acc(%) Top-5 Acc(%) mAP(%) mIoU(%)

ResNet-50 77.08 93.20 41.0 77.09 39.72 34.08
+Mixup [50] 77.51 93.72 41.1 76.71 39.69 33.38
+Manifold Mixup [33] 77.43 93.68 40.8 75.62 38.07 32.82
+FRSKD [18] 76.92 92.96 40.9 77.10 39.48 33.63
+FRSKD+Mixup [18] 77.79 93.64 41.0 76.61 39.39 33.54
+MixSKD (Ours) 78.76 94.40 41.5 78.78 42.37 37.12

Table 4. Ablation study of loss terms in MixSKD. The first column with all ’-’ denotes
the baseline. All results denote top-1 accuracy over ResNet-50 on ImageNet.

Type Loss Various loss combinations of MixSKD

Task Lcls mixup - ✓ ✓ ✓ ✓ ✓ ✓ ✓

Feature Self-KD
Lfeature - - ✓ ✓ - - - ✓
Ldis - - - ✓ - - - ✓

Logit Self-KD
Lb logit - - - - ✓ - ✓ ✓
Lcls h - - - - - ✓ ✓ ✓
Lf logit - - - - - ✓ ✓ ✓

Top-1 Accuracy (%) 77.08 77.68 78.14 78.47 78.06 78.23 78.54 78.76

as a backbone over Cascade R-CNN [2] to perform object detection on COCO
2017 [22] and over DeepLabV3 [5] to perform semantic segmentation on Pascal
VOC [10], ADE20K [56] and COCO-Stuff-164K [1]. We follow the standard data
preprocessing [29,43] and implement object detection over MMDetection [4] with
1x training schedule and semantic segmentation over an open codebase released
by Yang et al. [43]. As shown in Table 3, MixSKD achieves the best downstream
performance and outperforms the best-second results with 0.4% mAP on de-
tection and 1.68%, 2.65% and 3.04% mIoU margins on Pascal VOC, ADE20K
and COCO-Stuff segmentation, respectively. In contrast, although other state-
of-the-art Self-KD and data augmentation methods achieve good performance
on ImageNet, they often transfer worse to downstream recognition tasks. The re-
sults indicate that our method can guide the network to learn better transferable
feature representations for downstream dense prediction tasks.

4.3 Ablation Study and Analysis

Ablation study of loss terms. As shown in Table 4, we conduct thorough
ablation experiments to evaluate the effectiveness of each component in MixSKD
on the convincing ImageNet dataset:
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Table 5. Left : top-1 accuracy (%) under FGSM white-box attack with various pertur-
bation weights ϵ on CIFAR-100. Middle: top-1 accuracy (%) under sensitivity analy-
sis of temperature T over ResNet-50 on ImageNet. Right : top-1 accuracy (%) under
ablation study of using different feature maps from various stages to construct the
self-teacher h over ResNet-50 on ImageNet.

Method ϵ = 0.0001 ϵ = 0.001 ϵ = 0.01 ϵ = 0.1

WRN-16-2 60.5 57.9 37.6 8.6
+Mixup 63.1 61.1 40.7 11.4
+CS-KD+Mixup 63.8 62.1 42.8 13.0
+FRSKD+Mixup 62.9 60.7 40.9 12.2
+MixSKD (Ours) 67.7 65.5 46.8 15.3

T Acc

1 77.94
2 78.21
3 78.76
4 78.65
5 78.37

Stage Acc

1 78.01
2 78.18
3 78.36
4 78.42
All 78.76

(1) Task loss. We regard the Lcls mixup as the basic task loss that trains the
network with auxiliary architectures using Mixup. It improves the baseline by
a 0.60% accuracy gain. Moreover, Lcls mixup can guide the network to produce
meaningful feature maps and logits from the original images and Mixup images.
The information further motivates us to perform Self-KD to regularize the net-
work. (2) Feature map Self-KD. Using Lfeature loss to distill K feature maps
achieves a 0.46% improvement over the task loss. Adding an auxiliary discrim-
inative loss Ldis further enhances the performance of Lfeature with an extra
0.33% gain. The result suggests that using an adversarial mechanism for feature
distillation may encourage the network to capture more meaningful semantics
than a single l2-based mimicry loss. (3) Logit Self-KD. The distillation loss
Lb logit over auxiliary branches {bk}K−1

k=1 results in a 0.38% gain than the task
loss. Training the self-teacher network h by Lcls h for providing soft labels to
supervise the backbone classifier f by Lf logit leads to a significant 0.55% gain
than the task loss. Overall, combining logit-based losses can enable the network
to achieve a 0.86% gain. (4) Overall loss. Combining logit and feature Self-KD
can maximize the performance gain with a 1.08% margin over the task loss.

Adversarial Robustness. Adversarial learning has shown that adding im-
perceptibly small but intentionally worst-case perturbations to the input image
fools the network easily. Thus adversarial robustness is a crucial issue for the
practical application of neural networks. As shown in Table 5 (left), we com-
pare the robustness trained by various Self-KD methods under FGSM white-
box attack [13]. MixSKD significantly improves the robustness and surpasses
other methods consistently across different perturbations. The results imply that
MixSKD shows better potential in adversarial defense.

Impact of the temperature T . The temperature T is utilized to scale
the predictive logits for KL-divergence based distillation losses in Eq. (10) and
Eq. (12). A larger T leads to a smoother probability distribution. As shown in
Table 5 (middle), we observe that MixSKD benefits most from T = 3 than others
for producing soft distributions.

Effectiveness of multi-stage feature aggregation to construct self-
teacher h. The self-teacher utilizes feature maps not only from the last stage
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(a) Comparison of log probabilities of predicted labels
(left) and ground-truth labels (right) over common mis-
classified samples trained by baseline and MixSKD.
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(b) Miss rate of the predic-
tion of mixup image x̃ij not
belonging to {yi, yj}.

Fig. 3. MixSKD produces more robust predictions on CIFAR-100.

but also from multiple stages to aggregate richer semantics. As shown in Table 5
(right), we demonstrate that multi-stage feature aggregation can generate higher-
quality soft labels to achieve better performance than any single feature map.

Meaningful predictive distribution. By encouraging linear behaviours
between samples, we examine whether our MixSKD forces the network to achieve
a meaningful predictive distribution. To this end, we investigate predictive soft-
max scores inferred from ResNet-18 trained by baseline and MixSKD on CIFAR-
100. Fig. 3(a) shows the histogram statistics of log probabilities of predicted
labels and ground-truth labels over common misclassified samples. Compared to
the baseline, our MixSKD achieves better prediction quality. On the one hand,
it decreases over-confident log probabilities of predicted labels over misclassi-
fied samples effectively. On the other hand, it assigns larger log probabilities for
ground-truth labels even if the misclassification occurs.

Miss error rate in-between samples. As shown in Fig. 3(b), we evaluate
the network trained by baseline, Mixup, and our MixSKD on the Mixup image
x̃ij = λxi + (1− λ)xj . A prediction is regarded as ”miss” if it does not belong
to {yi, yj}. Our MixSKD shows the minimum miss rates across various Mixup
factors of λ within the range of [0, 1]. The results indicate that MixSKD leads
to more robust predictive behaviours in-between samples.

5 Conclusion

This paper presents MixSKD, a powerful Self-KD method to regularize the net-
work to behave linearly in feature maps and class probabilities between samples
using Mixup images. Moreover, we also construct an auxiliary self-teacher to
transfer external ensemble knowledge for the backbone network. The overall
MixSKD outperforms state-of-the-art data augmentation and Self-KD methods
on computer vision benchmarks. We hope this work will inspire further research
towards information mixture to improve the performance of visual recognition.
Acknowledgment. Zhulin An is the corresponding author.
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