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This supplementary material presents additional experimental results, fur-
ther analyses, and implementation details, all of which are omitted from the
main paper due to the space limit. In Sec. A, additional experimental results
of our method are provided. Sec. B and Sec. C present further analyses of the
proposed components, respectively. Lastly, implementation details are in Sec D.

A Additional experimental results

A.1 Comparison to existing self-KD methods.

To further assess the impact of the ensemble distillation, we also compare XDED
with state-of-the-art self-knowledge distillation (self-KD) methods in spite of
sharing a similar methodology. Furthermore considering that our method does
not explicitly depend on domain labels, we investigate the impact of XDED on
the standard benchmark datasets for the image recognition task, which assume
the independent and identically distributed (i.i.d.) condition. As shown in Ta-
ble a1, XDED outperforms not only the vanilla method but also other self-KD
methods for all datasets. Considering that XDED is not dedicated to the case
under the i.i.d. condition whereas other methods are dedicated to the case under
the i.i.d. condition, these experimental results support our view that XDED can
provide more meaningful supervisory signals thanks to the use of ensemble which
encodes the complementary knowledge from the data with the same label.

A.2 Results on input deformations

To further assess the quality of the robustness to unseen domains, we measure
the changes in test accuracy as the domain gap becomes larger. We simulate
larger domain gaps by increasing the degree of input deformations. Specifically,
we applied multiple augmentations defined in RandAugment [2] to images of
the unseen target domain (i.e., Cartoon of PACS), and gradually increased the
number of deformations1. Similar to the result of table 9 in our main paper,
Fig. a1 shows that our method outperforms baseline methods against pixel-level
deformations on unseen domains.

1 For a fair comparison, we use the same operations for each setting.



2 Kyungmoon Lee, Sungyeon Kim, Suha Kwak

Table a1: Accuracy (%) on general image recognition benchmarks.
Methods CIFAR-10 CIFAR-100
ResNet-18 94.6 75.2
CS-KD [11] 94.6 78.0
BYOT [12] 95.1 78.6
XDED 95.3 78.7
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Fig. a1: Test accuracy (%) on target domains with input deformations. All models
are trained under the multi-source domain generalization setting.

A.3 Learning acceleration

Our method also enables faster convergence of the learning process. In gener-
alization on PACS, our effectiveness of learning acceleration is demonstrated.
As shown in Fig. a2, our method reaches highest performance with less epochs
(i.e., 24 epochs) compared to both vanilla method (40 epochs) and MixStyle [14]
(39 epochs). Although the vanilla method requires many iterations to address
the domain gaps between source domains, our method accelerates the learning
process via promoting flat minima which produce lower errors in not only source
domains but also the target domain. Since MixStyle [14], as an augmentation
method, synthesizes novel styles via mixing statistics at the feature level, it is
inherently limited to requiring as many epochs as possible to address many aug-
mented styles for its best performance. Also, in the context of the actual training
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Table a2: Performance boosts over training complexity.
Methods Millisec / iter Accuracy boost (%)
ResNet-18 34 -
MixStyle [14] 35 4.2
Ours 37 6.9
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Fig. a2: Multi-source domain generalization accuracy (%) versus the number
of epochs on the unseen target domain, Art Painting of PACS. Note that all
models were trained on the rest three domains of PACS (i.e., Cartoon, Sketch,
and Photo) and all methods were trained with the same hyperparameter setting
(e.g., batch size and learning rate) on a single RTX 2080 GPU.

time in total, compared to MixStyle, we remark that our method significantly re-
duces the training complexity. In detail, our method increases training time per
iteration by 5% but requires only 60% of training epochs and achieves about 1.6
times more performance boost averaged over every target domain of the PACS
dataset. The results are summarized in Table a2.

A.4 Impact of hyperparameters

We empirically investigated the effect of the two hyperparameters of XDED: λ
and τ . We examine accuracy of multi-source domain generalization on Sketch
of the PACS dataset by varying the values of λ ∈ {0.5, 1.0, 2.5, 5.0, 10.0} and
τ ∈ {1.0, 2.0, 4.0, 6.0, 8.0}. The results are summarized in Fig. a3. First, the
performance boost is the highest when τ is increased from 1.0 to 2.0. However, if
τ exceeds 2.0, the performance boost is somewhat reduced. Next, λ also affects
the performance. The performance boost commonly increases with the value of
λ. However, the degree of boost is also reduced when τ is 1.0. To sum it up, the
accuracy of our method is generally high and stable when λ and τ are greater
than 5.0 and 2.0, and we argue that this result supports our view that our
method does not strongly depend on the specific hyperparameter setting.
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Fig. a3: Multi-source domain generalization accuracy (%) versus hyperparame-
ters λ and τ on Sketch of the PACS dataset.

Table a3: Generalization results on the target domain (Clipart of OfficeHome)
and required overhead during training.

Methods Vanilla SAM [3] XDED
Accuracy (%) (↑) 49.4 51.9 55.2
Time / iter (ms) (↓) 32 72 33

B Additional analysis results on XDED

In this section, we provide further analyses of XDED. Also, we provide additional
empirical results on the flatness of local minima (Fig. a5).

B.1 Convergence into flat minima at a low cost

Since there are several ways for convergence into flat minima, we believe that the
required overhead to achieve that goal should be considered as another criterion
of valuation for a practical usage. Therefore, according to this point of view, we
compare XDED with SAM [3] which has been proposed to optimize loss sharp-
ness more directly. As shown in Table. a3, XDED shows superior robustness on
the unseen domain over SAM. Furthermore, XDED requires negligible overhead
while SAM requires the training time more than 2 times longer than the vanilla
method and XDED. This is because SAM must additionally compute gradient
approximation for the loss sharpness to be optimized, which exposes a trade-off
between training complexity and the optimization of the loss sharpness. On the
other hand, SAM’s performance is inferior to that of XDED, since it directly
promotes a flat minima but cannot learn domain-invariant features, unlike our
method. To sum it up, we argue that XDED offers more appealing option for
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Fig. a4: Prediction scores for misclassified samples from the vanilla method (i.e.,
Cross-entropy). Top: Well-classified results from XDED, Bottom: Misclassified
results from XDED.

domain generalization in the context of both performance improvement and re-
quired overhead.

B.2 Ensemble matters for generalization ability

To examine how XDED affects the predictions of the learned model in detail,
we investigate the softmax scores from the model which is trained on the source
domains (i.e., Cartoon, Sketch and Photo of PACS) and evaluated on the target
domain (i.e., Art Painting). Specifically, for the misclassified samples from the
vanilla method, we assess the differences in the softmax scores from the vanilla
method and XDED. First, as shown in Fig. a4 (Top), XDED can lead to accurate
predictions on the samples which the vanilla method confidently misclassifies. For
the giraffe sample, the model learned with XDED not only predicts the ground
truth successfully but also puts relatively high probability on the similar class
(i.e., Dog) while lowering the probabilities of the irrelevant classes (i.e., Guitar
and House). Similarly, even in its failure cases, XDED encourages the model
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Table a4: Comparison with other ensemble methods which are dedicated to do-
main generalization. Extra θ and Domain ID denote whether each method re-
quires additional modules and domain labels are explicitly bound to be given,
respectively. Accuracy denotes the average accuracy of each method over PACS
and Office-Home.

Methods Extra θ Domain ID Accuracy

DAEL [13] ✓ ✓ 74.7
DSON [10] ✓ ✓ 74.0
Ours ✗ ✗ 76.9

to predict with consideration of inter-class relations (i.e., increasing scores for
similar classes while suppressing those for irrelevant classes) as shown in Fig. a4
(Bottom). By exploiting the ensemble incorporating information of multiple do-
mains, XDED encourages the model to consider richer inter-class relations which
may be exploited on the target domain and lead to meaningful predictions even
in failure cases. Note that UniStyle is excluded from the results discussed above.

B.3 Comparison with other ensemble methods.

Lastly, we compare XDED with other domain generalization methods which
adopt ensemble techniques. The comparison analysis is summarized in Table a4.
We remark that the proposed method does not require any additional module
and is also free from domain labels (Note that our method, thus, seamlessly
extends to the single-source domain generalization setting, which is discussed
in Sec.4.1 of our main paper.). Nevertheless, our method clearly outperforms
other methods in the context of generalization ability. In contrast, DAEL [13]
and DSON [10] show inferior results even though they explicitly exploit domain
labels and multiple domain-specific modules (i.e., classifiers and BN layers [5],
respectively.). DAEL is the most similar to our method but clearly different in the
sense that DAEL exploits the predictions of an expert as supervisory signals for
non-experts on the same instance, but our method constructs the ensemble using
multiple instances and exploits it as supervision to model itself. In other words,
by learning domain-invariant information through the ensemble of meaningful
knowledge contained in different domains, better performance could be achieved
even with limited resources.

C Additional analysis results on UniStyle

C.1 Where to apply UniStyle

We remark that UniStyle can be applied after arbitrary intermediate layers of
the backbone (i.e., ResNet [4]) as a plug-and-play module. Therefore, to inves-
tigate the impact of where UniStyle is applied, we evaluate the generalization
performance in image classification and person re-ID while varying the locations
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Fig. a5: Train/Test losses versus the weight perturbation while varying the stan-
dard deviation of the added Gaussian noise. Note that train losses are calculated
over the remaining three source domains for each target domain and the loss val-
ues are log-scaled.

Table a5: Ablation study on where to apply UniStyle in the ResNet architecture.

(a) Image classification on PACS

Model Accuracy (%)

ResNet-18 79.5

+ MixStyle (res1) 80.1
+ UniStyle (res1) 81.5

+ MixStyle (res12) 81.6
+ UniStyle (res12) 82.9

+ MixStyle (res123) 82.8
+ UniStyle (res123) 82.4

+ MixStyle (res1234) 75.6
+ UniStyle (res1234) 12.8

(b) Person re-ID from Market1501→Duke

Model mAP (%)

ResNet-50 19.3

+ MixStyle (res1) 22.6
+ UniStyle (res1) 23.3

+ MixStyle (res12) 23.8
+ UniStyle (res12) 24.1

+ MixStyle (res123) 22.0
+ UniStyle (res123) 26.2

+ MixStyle (res1234) 10.2
+ UniStyle (res1234) 0.2

of where the operation is applied. For a baseline, MixStyle [14] is adopted and
compared with our UniStyle since they share the commonality of being applied
to multiple intermediate feature maps. For brevity, let res# denote the indexes
of residual blocks where the specified operation is applied (e.g., res12 means the
operation is applied after both the first and second residual blocks). As shown in
Table. a5, we observe that UniStyle and MixStyle have a similar trend in both
tasks. First, since early layers are known to capture low-level features such as
texture or edge information, it is pertinent for both UniStyle and MixStyle to
be applied after early layers to remove style bias and synthesize novel styles,
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respectively. However, UniStyle achieves the best performances on both tasks,
which indicates the importance of removing and unifying style bias rather than
augmenting novel styles. Next, on the contrary, both operations lead critical
performance drop when incorporated with the last layer, res4, since late layers
are known to address semantic information (i.e., their statistics would be highly
correlated with target labels). In detail, MixStyle perturbs the statistics by inter-
polating those of two different instances that may have different labels, whereas
UniStyle normalizes the feature map of all samples regardless of their labels,
resulting in a more critical performance drop. Note that XDED is excluded in
results of Table. a5.

C.2 Comparison with other methods

Even though UniStyle is not the first that addresses feature-level statistics (i.e.,
style information), we take notice of its appealing trade-off between performance
boost and training complexity and compare it with other related methods. The
results are summarized in Table a6. First, UniStyle outperforms SagNet [9] and
MixStyle [14], all of which are dedicated to domain generalization. This indicates
that directly removing and unifying the style bias is more effective for generaliza-
tion ability than augmenting feature statistics or learning style-agnostic features.
Next, although BIN [8] and SRM [6] adaptively recalibrate feature statistics and
achieve state-of-the-art performance in image recognition tasks, they show infe-
rior results on unseen domains. Last but not least, Deep Whitening Transfor-
mation (DWT) [1] which is the most similar to UniStyle shows the second-best
performance. DWT has been proposed to encourage the feature extractor to
naturally encode the whitened feature by enforcing consistency regularization
between the covariance matrix of the feature and identity matrix. Nevertheless,
as a constraint that is too strong, DWT weakens feature discrimination and ex-
cessively throws away content information, resulting in performance that lags
behind UniStyle.

D Implementation details

For the task of domain generalization in image classification, we train the models
using the sgd optimizer with the cosine learning decay [7] and initial learning
rate of 10−3. They are learned for 100 epochs. For batch construction, we use
the batch size of 64, and sample 16 instances per class for the proposed XDED.
For the task of person re-ID, we also train the models using the sgd optimizer
with initial learning rate of 0.05.
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Table a6: Comparison between UniStyle and other related methods. Extra θ
and Extra L denote whether each method requires additional modules and loss
function, respectively, which both increase training complexity and resources.
Accuracy denotes the multi-source domain generalization accuracy (%) of each
method on the target domain, Cartoon of the PACS dataset.

Methods Extra θ Extra L Accuracy
ResNet-18 ✗ ✗ 75.9

Domain Generalization
SagNet [9] ✓ ✓ 77.6
MixStyle [14] ✗ ✗ 78.8

Style Transfer
BIN [8] ✓ ✗ 78.7
SRM [6] ✓ ✗ 78.9
DWT [1] ✗ ✓ 79.0
UniStyle ✗ ✗ 79.2
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