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1 Experiment and model implementation details

In this section of the supplement, we provide more details on model imple-
mentation and experimental frameworks. As mentioned in the paper, we utilize
the Pytorch framework [10] to implement all our models and carry out experi-
ments. We use three prominent CNN model classes – ResNet [3], MobileNetV3
[4] and ConvNeXt [9] – in our experiments. For ResNet and MobileNet, we
adopt the base code for respective models from the “timm” library [17] and
Pytorch’s torchvision package. For ConvNeXt, we utilize official implementation
code [9]. For Squeeze-Excitation (SE) [5], Convolutional Block Attention Module
(CBAM) [18], Efficient Channel Attention (ECA) [15] and Frequency Channel
Attention (FCA) [11] we utilize respective official implementations in PyTorch
and add to all blocks of the original respective models (with the exception of
MobileNetV3 models for which we use the official design with original placement
of SE modules in both large and small models). We similarly implement our top-
down attention module (TD) in PyTorch and add to all blocks of layers 3 and
4 for ResNet variants (with the exception of ResNet101 as stated in main text),
and last 3 layers for MobileNetV3 large. Similarly, for ConvNeXt, we apply at
blocks of stages 3 and 4. As mentioned in the main paper, our motivation to
apply at final layers/stages is that these layers are noted to capture a higher
degree of semantically relevant features [20]. We provide empirical results for
applying at earlier layers in supplemental section 2.

For random initialization of weights we follow the official PyTorch imple-
mentation settings for all our models, with He initialization used for convolution
layers [2] and linear layers, while batch normalization weights and biases are
initialized with 1’s and 0’s respectively. Further details can be found in code at
https://github.com/shantanuj/TDAM_Top_down_attention_module.

1.1 Large-scale object classification (ImageNet-1k)

Datasets. As mentioned in the paper, we utilize the official ImageNet ILSVRC-
12 [1] training set comprising 1.2 million images with 1,000 object classes to

https://github.com/shantanuj/TDAM_Top_down_attention_module
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train all our models. As stated in paper, for evaluation of our models, we con-
sider two different validation sets – the original ILSVRC-12 validation set com-
prising 50,000 images [1] and the “matched-frequency” split of the more recent
ImageNet V2 comprising 10,000 new images [12]. We hereafter refer to these as
ImageNet-V1 and ImageNet-V2 respectively. Further, for the other 2 splits of
the ImageNet V2 dataset, performance increments were found to be similar and
can be tested through provided code. We assess models based on their top1 and
top5 validation classification accuracy for these subsets on single central crop
inputs. Additionally, for models with our TD module, which output localized
object predictions at each computation step (as shown in fig. 1), we only con-
sider the most confident prediction during both training and evaluation with the
exception of a minority of images that comprise multiple objects, for which we
consider only predictions with unique localization maps (having an IOU of <
0.5).

Model training and evaluation details. For experiments on ImageNet-
1k, we utilize the “timm” library for training ResNet and MobileNet-V3 vari-
ants, while for ConvNeXt, we use the official provided source code (also built on
“timm”). For ResNet and MobileNet, we use a learning rate of 0.1 for a batch-size
of 128, and models are trained with cosine learning rate decay for 160 epochs
(for ResNet50 and ResNet101) and 110 epochs (for ResNet18 and ResNet34)
including 5 warmup epochs. We utilize label smoothing, and data augmenta-
tion of input data normalization, random horizontal flips with probability 0.5
and cutmix [19] and mixup [21] of 0.5 (only applied for larger models starting
from ResNet50). We use the standard Stochastic Gradient Descent (SGD) op-
timizer with momentum of 0.9 and weight decay 0.0001. For validation, we use
data normalization and single center crop of 224 x 224. For ConvNeXt-Tiny, we
utilize official source code and settings for training, and train the model with
exponential moving average weight decay of 0.9999. We train for 300 epochs
with a slighty reduced batch-size of 122 per GPU (instead of original 128), 4
nodes and update frequency of 8 to make models fit in memory during training.
All additional analysis including gradCAM [14] maps and feature correlation is
performed on the ImageNet-1k validation set. All models were trained across 4
Nvidia Tesla V100 DGXS each with 16GB.

To operate our TD model at different computational steps, we modify the
time steps of all blocks in layer 4 accordingly (from t=1 to original number of
time steps). Note that during time step modification, models were not fine-tuned,
and time-step modification is only utilized during validation.

For fair analysis of computational and parameter requirements, we clearly in-
dicate in table 1 the computational, parameter complexity, computational speed
(in terms of frames per second (FPS)) and computational GPU memory con-
sumed during training and inference. The ptflops library was utilized to calculate
model computational and parameter complexity. TD based models have lesser
memory consumption and faster training and inference speed as model depth
increases than other high-performing attention modules including CBAM [18],
FCA-TS [11] and SE [5]. Additionally, we believe that utilization of top-down
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feedback can be a useful constraint for neural architecture search techniques for
network design in addition to the current focus on network depth, width, residual
connections and cardinality.

1.2 Weakly-supervised object localization

For our next experiment of weakly-supervised object, we utilize the ImageNet-
V1 object bounding boxes annotations. We do not perform any re-training or
finetuning of our model, and simply utilize generated Grad-CAM maps at the
final layer of our model to generate predicted bounding boxes. To do so, for
fair comparison for all models, we follow the same strategy as utilized in the
Grad-CAM map paper [14], wherein a Grad-CAM map is first generated for
each predicted class, then binarized with a threshold of 15% of the maximum
intensity to generate a corresponding heatmap, (resulting in connected segments
of pixels), and finally, a bounding box is drawn around the single largest con-
nected segment of pixels. As per the original ILSVRC-12 localization challenge,
a predicted bounding box is only counted as correct if firstly, the predicted class
is correct and secondly, the IOU of the predicted bounding box and ground truth
bounding box is more than 0.5.

As before for ImageNet-1k classification, we report top-1 and top-5 accuracy.
For models with our TD module, which output localized object predictions at
each computation step (as shown in fig. 1), we only consider the most confident
prediction with the exception of a minority of images that comprise multiple
objects, for which we consider only predictions with unique localization maps
(having an IOU of < 0.5).

1.3 Fine-grained image classification and multi-label image
classification

For fine-grained image classification experiments we use the datasets Caltech
Birds (CUB-200) [16] and Stanford Dogs [7]. CUB-200 comprises of 200 fine-
grained bird categories, with 5,994 training images and 5,794 validation images.
Stanford Dogs comprises of 120 breeds of dogs with 12,000 training images and
8,580 validation images. We adopt the ‘Weakly Supervised Data Augmentation
Network’ (WSDAN) framework [6] and directly replace the backbone model with
respective base models pre-trained on ImageNet in the previous experiment. We
use a batch size of 12 with a learning rate of 1e-3 decayed every 2 epochs by a
factor of 0.9 for a total of 160 epochs and image size of 448 x 448. Specific to
the WSDAN framework, we make use of 32 attention maps and ‘beta’ as 5e-2
as done in the original method.

For multi-label image classification experiments, we use the MS-COCO [8]
dataset comprising 80 object categories, and use the COCO-14 training set
comprising 82,081 training images and 40,137 validation images. We utilize the
‘Asymmetric loss’ (ASL) implementation [13] by directly replacing the backbone
with pretrained ImageNet models. We use a batch size of 64 with image size of
448 x 448 for 40 epochs and a single cycle learning rate schedule with maximum
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learning rate of 1e-4 with a single cycle scheduler and percentage of total epochs
before rise (pct) set to 0.2.

2 Additional experimental results

Further backbones for large scale object classification. In table 1, we
provide results for all backbones and models we considered for our experiments
on ImageNet-1k classification. As stated in main text, FCA-TS [11] is to our
knowledge the most recent existing state-of-the-art attention module. In addi-
tion to experiments reported in main paper, we find that for ConvNeXt-Tiny,
adding TD results in a 0.46% top1 improvement for ImageNet-V1 and 0.41%
for ImageNet-V2. In contrast, adding FCA-TS results in comparatively minor
improvements of 0.12% and 0.06% respectively.

In table 2, we provide ablation experiment results, for analysis of the choice
of attention (‘joint’ vs ‘top’), contributions of channel and spatial attention tech-
nique, feedback distance (‘m’) and computation steps (‘t’). We also report results
for adding the TD module to additional lower layers (such as layer 2), where we
find performance gain is lesser than when the module is added to only higher
layers (perhaps due to lack of semantically-rich features in lower layers). Further,
for SE, adding the module at all layers works better than only higher layers.

Further examples of “shifting attention”. We provide more examples of
gradCAM map analysis of input images in fig. 1 to qualitatively analyze model
processing over computational steps.

Analysis of model performance at different testing resolutions. We
provide further evaluation of models at resolutions from 112x112 to 448x448
for ImageNet-V1 in fig. 2. As shown, at very low resolutions (below 168x168),
model performance drops drastically for both attention modules and the original
ResNet model. TD-based models remain relatively robust to alternate attention
modules at these resolutions too.

3 Additional model analysis for feature selectivity

In this section of the supplement, we provide more details of model analysis
and further analysis including an approach to quantify selective co-activation of
input and output channels and selectivity in output layer channels. We do this by
analyzing pairwise correlation between input and output channels of respective
feature maps and entropy of both inter-channel pairwise correlation and block
outputs in the final layer of the model.

3.1 Approach

First, we analyze selective co-activation between channels of input feature map
and output feature map by assessing two factors – mean correlation between
input and output feature maps and entropy of the softmaxed distribution of
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Method BB. Param. FLOPs Mem.(Gb) FPS/gpu ImageNet-V2 ImageNet-V1

- - - - Trn Val Trn Val Top1 Top5 Top1 Top5

ResNet [3] 11.69 M 1.82 G 11.9 5.1 538 1683 57.53 80.54 70.51 89.66
SE [5]

R
es
n
et
1
8 11.78 M 1.82 G 12.2 5.3 520 1547 58.11 80.83 70.84 89.97

CBAM [18] 11.78 M 1.82 G 13.4 5.4 452 1037 58.56 81.30 70.99 90.13
ECA [15] 11.69 M 1.82 G 12.2 5.1 512 1491 58.06 80.88 70.64 89.78
FCA-TS [11] 11.78 M 1.82 G 12.3 5.4 504 1382 58.49 81.22 70.93 90.01
TDtop (t=2, m=2) 11.77 M 2.63 G 12.0 5.3 459 1233 59.02 81.60 71.59 90.44
TDjoint (t=2, m=1) 11.86 M 2.29 G 11.8 5.3 493 1404 59.31 81.53 71.55 90.35

ResNet [3] 21.80 M 3.68 G 14.9 6.0 372 954 62.39 83.05 73.63 91.34
SE [5]

R
es
n
et
3
4 21.95 M 3.68 G 15.5 6.1 340 904 62.75 83.39 73.97 91.79

CBAM [18] 21.96 M 3.68 G 16.9 6.4 278 692 62.89 84.01 74.21 92.05
ECA [15] 21.80 M 3.68 G 15.4 6.1 341 921 62.71 83.31 73.86 91.53
FCA-TS [11] 21.95 M 3.68 G 15.7 6.2 325 880 62.94 83.91 74.20 91.91
TDtop (t=2, m=2) 21.95 M 5.64 G 16.0 6.4 270 760 63.22 84.26 74.55 92.00
TDjoint (t=2, m=1) 22.10 M 4.72 G 15.1 6.3 297 816 63.08 83.97 74.43 91.91

ResNet [3]

R
es
n
et
5
0 25.56 M 4.12 G 29.5 16.1 704 2143 66.39 86.59 77.51 93.64

SE [5] 28.07 M 4.13 G 32.4 16.0 615 1911 66.92 86.88 78.03 93.88
CBAM [18] 28.07 M 4.14 G 37.6 20.7 420 1442 67.28 87.04 78.59 93.95
ECA [15] 25.56 M 4.13 G 31.5 16.1 652 1989 66.72 86.95 78.11 93.85
FCA-TS [11] 28.07 M 4.13 G 32.4 16.3 590 1876 67.19 87.02 78.70 94.01
TDjoint (t=2, m=1) 27.65 M 4.59 G 31.9 16.2 601 1890 67.66 87.02 78.96 94.19
TDtop (t=2, m=1) 27.06 M 4.59 G 31.8 16.0 612 1905 67.21 86.98 78.82 93.98
TDtop (t=2, m=3) 27.66 M 5.98 G 35.3 16.3 498 1539 67.70 87.08 78.90 94.23

ResNet [3]

R
es
n
et
1
0
1 44.55 M 7.85 G 39.2 16.6 460 1376 69.64 89.09 80.36 95.31

SE [5] 49.29 M 7.86 G 45.5 16.9 368 1201 69.88 89.17 80.84 95.42
CBAM [18] 49.29 M 7.88 G 53.3 21.4 269 862 70.03 89.35 81.20 95.64
FCA-TS [11] 49.29 M 7.86 G 47.0 17.1 312 1164 70.12 89.42 81.15 95.59
TDjoint (t=2, m=1) 46.75 M 8.37 G 41.0 16.8 396 1237 70.56 89.44 81.62 95.76
TDjoint (t=2, m=1, L4) 45.94 M 8.01 G 40.3 16.8 413 1258 70.28 89.39 81.12 95.49

ConvNeXt-Tiny [9]

C
N
eX

t 28.19 M 4.46 G 54.4 19.1 259 2001 70.83 89.63 81.31 95.75
FCA-TS [11] 28.90 M 4.46 G 58.2 19.6 237 1965 70.89 89.41 81.42 95.69
TDjoint (t=2, m=1) 30.28 M 5.50 G 62.0 19.2 220 1942 71.24 89.59 81.77 95.79
TDjoint (t=2, m=2) 29.05 M 6.54 G 61.6 19.2 228 1842 71.10 89.52 81.71 95.72

Table 1. Top1 & Top5 single-crop classification accuracy (%) of models integrated
with our TD module in comparison to baselines on original ImageNet-V1 [1] and recent
ImageNet-V2 [12] validation sets.

each output channel feature map’s correlation vector with all feature maps of
input channels. A low entropy value in this case indicates an output channel
highly correlating (and thereby co-activating) with a select few input channels.
Second, we analyze precision in output channel activations by measuring the
entropy of the softmaxed distribution of corresponding max-pooled values. In
higher semantically-richer layers, a low entropy value indicates high activation
of a select few output channels.

Formally, we compute correlation ρ(X,Y) between an input feature map
X = X0

t with channels i ∈ {1..CX} and output feature map Y = XN
t with chan-

nels j ∈ {1..CY }, and corresponding entropy H(X,Yj) of each output channel
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Fig. 1. Further representative examples of “attention shifting” over com-
putational steps of our model based on Grad-CAM analysis. In the first 4
examples, the TD model iteratively attends to distinct objects and also has a more
selective and complete feature activation at each computation step compared to origi-
nal ResNet50. In the further 4 examples, it iteratively attends to relevant features for
better discrimination of finer classes.

j’s correlation vector with input channels as follows:

ρ(Xi,Yj) =

Hi∑
m=1

Wi∑
n=1

X′i ⊗Y′j (1)

ρ(X,Y) =

∑CX

i=1

∑CY

j=1 ρ(X
i,Yj)

CXCY
(2)

H(X,Yj) = H(σ(ρ(X,Yj))) (3)

whereX′i andY′j correspond to normalized feature map of channel i and channel
j of input X and output Y respectively. Hi and Wi refer to spatial dimensions
of both X and Y (necessarily equal spatial dimensions), ⊗ denotes element-
wise multiplication, σ denotes the softmax function and H denotes entropy. We
make use of min-max spatial normalization of each feature map to obtain spatial
activations between 0 and 1. For entropy calculation, no spatial normalization
is used.

Further, we calculate entropy H(Y) of the output feature map Y = XN
t as

follows:

H(Y) = H(σ(MaxPool(Y))) (4)

where MaxPool is performed to squeeze spatial dimensions.
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Fig. 2. Performance of models (ResNet50 backbone) on ImageNet-V1 (ILSVRC-12 [1])
at different test resolutions with best accuracy, accuracy at 112x112 and accuracy at
448x448 reported in plot legend. TD models obtain better results at both lower and
higher resolutions than alternate attention modules.

3.2 Analysis results

We perform analysis on ResNet50 models trained on ImageNet-1k classification
and use feature activations for the entire ImageNet-V1. In the supplement, we
report analysis results for layer 4 blocks of the model. Since the input to the first
block of both layers does not have the same spatial dimensions as its output, we
do not consider the first block of either layer in analysis.

Selective co-activation of input and output channels. As shown in
tables 3, we first find that the mean correlation ρ(X,Y) between input and
output feature maps for models with our top-down (TD) module is higher in
the final layer convolutional blocks than the original ResNet50 model. Second,
as shown in histogram plots in fig. 3, a significantly higher number of output
channels in layer4 have decreased H(X,Yj) for our optimal TD configuration
(TDtop(t=2,m=3)) in comparison to the original ResNet50 model (we also find a
similar result in fig. 4 for layer3 blocks). Taking both these factors into account
indicates that for models with our TD module, a greater number of output
channels co-activate with a select set of input channels (based on histogram of
H(X,Yj)) and with greater intensity (based on increased ρ(X,Y)). Additionally,
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as shown in table 3, models with TD have decreased H(Y) indicating more
selective channel activations in output feature map.

Fig. 3. Histogram of mean entropy of pairwise correlation (H(X,Yj)) b/w
input and output feature maps for output channels of ResNet50 layer 4
blocks 2 and 3. Decreased entropy indicates an output channel co-activates with a
select few input channels. A notably higher number of output channels have decreased
entropy in TD-based model.
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Model Backbone Param. FLOPs ImageNet-V1

- - - - Top1 Top5

ResNet 25.56 M 4.12 G 76.02 92.95
TDt (m=0) 27.92 M 4.13 G 76.06 92.93
TDj (m=1) 27.65 M 4.59 G 77.41 93.62
TDt (m=1) 27.06 M 4.59 G 77.36 93.59
TDj (m=2) ResNet50 27.65 M 5.63 G 76.98 93.48
TDt (m=2) 27.06 M 5.63 G 77.33 93.52
TDj (m=3) 29.82 M 5.98 G 77.44 93.71
TDt (m=3) 27.66 M 5.98 G 77.40 93.63

TDj (L 3,4) 27.65 M 4.59 G 77.41 93.62
SE 28.07 M 4.13 G 76.77 93.49
SE (L 3,4) Resnet50 27.92 M 4.13 G 76.64 93.35
TDj (L 4) 26.95 M 4.28 G 76.95 93.47
TDj (L 2,3,4) 27.76 M 4.80 G 77.10 93.52

ResNet 11.37 M 1.82 G 74.41 92.09
TDt (t=2) 11.37 M 2.63 G 75.06 92.13
TDt (t=3) ResNet18 11.37 M 3.45 G 75.34 92.27
TDt (t=4) 11.38 M 4.25 G 75.18 92.19
TDt (t=5) 11.38 M 5.06 G 75.14 92.18

MbNet 4.45 M 0.23 G 75.14 92.24
TDj (t=2) 3.71 M 0.26 G 75.43 92.31
TDj (t=3) MobileNet-V3(Large) 3.72 M 0.29 G 75.57 92.39
TDj (t=4) 3.72 M 0.32 G 75.45 92.35
TDj (t=5) 3.73 M 0.35 G 75.28 92.29

Chn→ Sp 27.65 M 4.59 G 78.47 94.59
Chn||Sp 27.65 M 4.59 G 77.61 93.98
Chn only 27.65 M 4.59 G 76.98 93.35
Sp only ResNet50 27.65 M 4.59 G 76.02 92.01
Sp→ Chn 27.65 M 4.59 G 76.10 92.05
Rec Conv 29.65 M 4.95 G 77.43 93.82
Identity 25.58 M 5.56 G 76.21 92.13

Table 2. Ablative analysis results for our TD module. First row set: choice
of attention operation (TDjoint or TDtop) and feedback distance ‘m’ (with ResNet50
on ImageNet-1k). Second row set: adding TDjoint (with m=1) and SE to alternative
layers. Third row set: feedback computation steps ‘t’ for ResNet18 and MobileNetV3
(Large) on a hierarchically reduced subset of ImageNet-1k with 200 classes. Fourth row
set: choice of feedback attention technique.

Blk. - Original TDt(2,3) TDj(2,1)

Blk.2
ρ 1.1 ± 0.1 1.5 ± 0.2 1.3 ± 0.2
H 5.67 4.86 5.09

Blk.3
ρ 1.7 ± 0.1 2.0 ± 0.18 1.9 ± 0.2
H 2.52 1.85 2.14

Table 3. ResNet50 Layer 4 analysis results: Mean pairwise-correlation (ρ(X,Y))
b/w input and output feature maps denoted by ρ and output activation entropy (H(Y))
denoted by H. TDt(2,3) is TDtop(t=2, m=3) and TDj(2,1) is TDjoint(t=2, m=1).
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Fig. 4. Histogram of mean entropy of pairwise correlation (H(X,Yj)) b/w
input and output feature maps for ResNet50 layer3 blocks 2-6.
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