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Abstract. Attention within windows has been widely explored in vision
transformers to balance the performance, computation complexity, and
memory footprint. However, current models adopt a hand-crafted fixed-
size window design, which restricts their capacity of modeling long-term
dependencies and adapting to objects of different sizes. To address this
drawback, we propose Varied-Size Window Attention (VSA) to learn
adaptive window configurations from data. Specifically, based on the
tokens within each default window, VSA employs a window regression
module to predict the size and location of the target window, i.e., the
attention area where the key and value tokens are sampled. By adopt-
ing VSA independently for each attention head, it can model long-term
dependencies, capture rich context from diverse windows, and promote
information exchange among overlapped windows. VSA is an easy-to-
implement module that can replace the window attention in state-of-
the-art representative models with minor modifications and negligible
extra computational cost while improving their performance by a large
margin, e.g., 1.1% for Swin-T on ImageNet classification. In addition,
the performance gain increases when using larger images for training
and test. Experimental results on more downstream tasks, including ob-
ject detection, instance segmentation, and semantic segmentation, fur-
ther demonstrate the superiority of VSA over the vanilla window atten-
tion in dealing with objects of different sizes. The code is available at
https://github.com/ViTAE-Transformer/ViTAE-VSA.

1 Introduction

Recent Vision transformers have shown great potential in various vision tasks. By
stacking multiple transformer blocks with vanilla attention, ViT [14] processes
non-overlapping image patches and obtain superior classification performance.
However, vanilla attention with quadratic complexity over the input length is
hard to adapt to vision tasks with high-resolution images as input due to the ex-
pensive computational cost. To alleviate such issues, window-based attention [29]
is proposed to partition the images into local windows and conduct attention
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within each window to balance the performance, computation complexity, as
well as memory footprint. This mechanism enables vision transformers to make
a great success in many downstream visual tasks [29,43,13,50,44,41,40,32]. How-
ever, it also enforces a spatial constraint on transformers’ attention distance, i.e.,
within the predefined window at each layer, thereby limiting the transformer’s
ability to deal with objects at different scales.

Recent works have explored heuristic designs of attending to more tokens to
alleviate such a spatial constraint. For example, Swin transformer [29] enlarges
the window sizes from 7 × 7 to 12 × 12 when varying the image size from 224
× 224 to 384 × 384, and sets the window size as 32 × 32 to deal with image
size 640 × 640 in SwinV2 [28]. Some other methods try to find a good trade-
off between attending to more tokens and increasing attention distance, e.g .,
multiple window mechanisms have been explored in Focal attention [43], where
coarse granularity tokens are involved in capturing long-distance information.
Cross-shaped window attention [13] relaxes the spatial constraint of the window
in vertical and horizontal directions and allows the transformer to attend to far-
away relevant tokens along with the two directions while keeping the constraint
along the diagonal direction. Pale [36] further increases the diagonal-direction
attention distance by attending to tokens in the dilated vertical/horizontal direc-
tions. These methods have achieved superior performance in image classification
tasks by enlarging the attention distance. However, they sacrifice computational
efficiency and consume more memory, especially when training large models with
high-resolution images. Besides, all these methods determine the window sizes
heuristically. Intuitively, using a fixed-size window may be sub-optimal for deal-
ing with objects of different sizes, although stacking more layers could mitigate
this issue to some extent, which may also result in more parameters and opti-
mization difficulty. In this paper, we argue that if the window can be relaxed to
a varied-size rectangular one, whose size and position are learned directly from
data, the transformer can capture rich context from diverse windows and learn
more powerful object feature representation.
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To this end, we propose a novel Varied-Size Window Attention (VSA) mech-
anism to learn adaptive window configurations from data. Different from the
previous window-based transformers where query, key, and value tokens are all
sampled from the same window as shown in Figure 1(a), VSA employs a win-
dow regression module to predict the size and location of the target window
based on the tokens within each default window. Then, the key and values to-
kens are sampled from the target window. By adopting VSA independently for
each attention head, it enables the attention layers to model long-term depen-
dencies, capture rich context from diverse windows, and promote information
exchange among overlapped windows, as illustrated in Figure 1(b). VSA is an
easy-to-implementation module that can replace the window attention in state-
of-the-art representative models with minor modifications and negligible extra
computational cost while improving their performance by a large margin, e.g.,
1.1% for Swin-T on ImageNet classification. In addition, the performance gain
increases when using larger images for training and test, as shown in Figure 2.
With the larger images as input, Swin-T with predefined window sizes cannot
adapt to large objects well, and the improvement brought by enlarging image
sizes is marginal, i.e., a gain of 0.3% from 224 × 224 to 480 × 480. In contrast,
the performance gain of VSA over Swin-T increases significantly from 1.1% to
1.9%, owing to the varied-size window attention. Besides, as VSA can effectively
promote information exchange across overlapped windows via token sampling,
it does not need the shifted windows mechanism in Swin.

In conclusion, the contribution of this study is threefold. (1) We introduce a
novel VSA mechanism that can directly learn adaptive window size and location
from data. It breaks the spatial constraint of the fixed-size window in existing
works and makes it easier for window-based transformers to adapt to objects at
different scales. (2) VSA can serve as an easy-to-implement module to improve
various window-based transformers, including but not limited to Swin [29,28] and
ViTAEv2 [41,50], with minor modifications and negligible extra computational
cost. (3) Extensive experimental results on public benchmarks demonstrate the
superiority of VSA over the vanilla window attention on various visual tasks,
including image classification, object detection, and semantic segmentation.

2 Related Work

2.1 Window-based vision transformers

Vision transformers [14] have demonstrated superior performance in many vi-
sion tasks by modeling long-term dependencies among local image patches (a.k.a.
tokens) [40,24,23]. However, vanilla full attention performs poorly in training ef-
ficiency due to the shortage of inductive bias. To improve the efficiency, the
following works either implicitly or explicitly introduce inductive bias into vi-
sion transformers [31,41,11,42] and obtain superior classification performance.
After that, multi-stage design has been explored in [34,33,29,35,50] to better
adapt vision transformers to downstream vision tasks. Among them, Swin [29]
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is a representative work. By partitioning the tokens into non-overlapping win-
dows and conducting attention within each window, Swin alleviates the huge
computational cost caused by attention when dealing with larger input images.
Although it balances the performance, computational cost, and memory foot-
prints well, window-based attentions bring a spatial constraint on the attention
distance due to the constant maximum size of windows. To alleviate such issues,
different techniques have been explored to recover the transformer’s ability to
model long-term dependency gradually, e.g ., using additional tokens for efficient
cross-window feature exchange or designing delicate windows to allow the trans-
former layers to attend to far-away tokens in specific directions [16,13,36,22].
However, they still 1) rely on heuristic-designed windows for attention computa-
tion and 2) need to stack the transformers layers sequentially to enable feature
exchange across all windows and model long-term dependencies. Thus, they lack
the flexibility to adapt well to inputs of various sizes since their maximum at-
tention distances are restricted by the constant and data-agnostic window size
and model depth.

Unlike them, the proposed VSA estimates window sizes and locations adap-
tively based on input features and calculates attention within such windows.
Therefore, VSA allows transformer layers to model long-term dependencies, cap-
ture rich context, and promote cross-window information exchange from diverse
varied-size windows. As VSA learns the window sizes in a data-driven manner,
it can benefit window-based vision transformers to adapt to objects at various
scales and thus helps boost their performance on image classification, object
detection, and semantic segmentation.

2.2 Deformable sampling

Deformable sampling has been widely explored previously to help the convolu-
tion networks [10,52] to focus on regions of interest and extract better features.
Similar mechanisms have been exploited in deformable-DETR [53] to help the
transformer detector to find and utilize the most valuable token features for ob-
ject detection in a sparse manner. Recently, DPT [6] designs deformable patch
merging layers based on PVT [34] to help the transformer to preserve better
features after downsampling. VSA, from another perceptive, introduces learn-
able varied-size window attention into transformers. By flexibly estimating the
window sizes and locations for attention calculation, VSA breaks the spatial con-
straint of fixed-size windows and makes it easier for window-based transformers
to better adapt to the objects at various scales.

3 Method

In this section, we will take Swin transformer [29] as an example and give a
detailed description of applying VSA in Swin. The details of incorporating VSA
into ViTAE [50] will be presented in the supplementary.
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3.1 Preliminary

We will first briefly review the window attention operation in the baseline method
Swin transformer. Given the input features X ∈ RH×W×C as input, Swin trans-
former employs several window-based attention layers for feature extraction.
In each window-based attention layer, the input features are firstly partitioned
into several non-overlapping windows, i.e., {Xi

w ∈ Rw×w×C |i ∈ [1, . . . , H×W
w2 ]},

where w is the predefined window size. After that, the partitioned tokens are
flatten along the spatial dimension and projected to query, key, and value tokens,
i.e., {Qi

w,f ,K
i
w,f , V

i
w,f ∈ Rw2×N×C′ |i ∈ [1, . . . , H×W

w2 ]}, where Q,K, V represent
the query, key, and value tokens, respectively, N denotes the head number and
C ′ is the channel dimension along each head. It is noted that N ×C ′ equals the
channel dimension C of the given feature. Given the flattened query, key, and
value tokens from the same default window, the window-based attention layers
conduct full attention within the window, i.e.,

F i
w,f = MHSA(Qi

w,f ,K
i
w,f , V

i
w,f ). (1)

The F i
w,f ∈ Rw2×N×C′

is the features after attention and MHSA represents the
vanilla multi-head self-attention operation [14]. The relative position embeddings
are utilized during the attention calculation to encode spatial information into
the features. The extracted features F are reshaped back to the window shape,
i.e., F i

w ∈ Rw×w×C , and added with the input feature Xi
w. The same operation

is individually repeated for each window and the generated features from all
windows are then concatenated to recover the shape of input features. After
that, an FFN module is employed to refine the extracted features, which contains
two linear layers with hidden dimension αC, where α is the expansion ratio. For
notation simplification, we dismiss the window index notation i in the following
since each window’s operations are the same.

With the usage of window-based attention, the computational complexity
decreases to linear to the input size, i.e., each window attention’s complexity is
O(w4C) and the computation complexity of window attention for each image is
O(w2HWC). To bridge connections between different windows, shifted opera-
tions are used between two adjacent transformer layers in Swin [29]. As a result,
the receptive field of the model is gradually enlarged with layers stacking in se-
quence. However, current window-based attentions restrict the attention area of
the tokens within the corresponding hand-crafted window at each transformer
layer. It limits the model’s ability to capture far-away contextual information
and learn better feature representations for objects at different scales.

3.2 Varied-size window attention

Base window generation. Rather than stacking layers with hand-crafted win-
dows to gradually enlarge the receptive field, our VSA allows the query tokens
to attend to far-away regions and empower the network with the flexibility to
determine the target window size, i.e., attention area, given specific input data
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Fig. 3. The pipeline of the transformer with our proposed varied-size window attention.
(a) The overall structure of stacking VSA transformers blocks; (b) The details of the
proposed VSA module; (c) The pipeline of the VSA transformer block.

at each layer. VSA only needs to make minor modifications to the basic struc-
ture of backbone networks and serves as an easy-to-implement module to replace
the vanilla window attention in window-based transformers as in Figure 3 (a).
Technically, given the input features X, VSA first partitions these tokens into
several windows Xw with the predefined window size w, following the baseline
methods’ routine. We refer to these windows as default windows and get the
query features from the default windows, i.e.,

Qw = Linear(Xw). (2)

Varied-size window regression module. To estimate the size and location
of the target window for each default window, VSA considers the size and lo-
cation of the default window as a reference and adopts a varied-size window
regression (V SR) module to predict the scale and offset upon the references as
shown in Figure 3(b). The V SR module consists of an average pooling layer, a
LeakyReLU [39] activation layer, and a 1 × 1 convolutional layer with stride 1
in sequence. The kernel size and stride of the pooling layer follow the default
window size, i.e.,

Sw, Ow = Conv ◦ LeakyReLU ◦AveragePool(Xw), (3)

where Sw and Ow ∈ R2×N represent the estimated scales and offsets in the hori-
zontal and vertical directions w.r.t. the default window locations, independently
for N attention heads. The generated windows are referred to as target windows.

Varied-size window-based attention. We first get the key and value tokens
K,V ∈ RH×W×C from the feature map X, i.e.,

K,V = Reshape ◦ Linear(X). (4)
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Then the VSA module uniformly samples M features from each varied-size win-
dow over K,V respectively, and obtains Kw,v, Vw,v ∈ RM×N×C′

to serve as the
key/value tokens for the query tokens Qw. To keep the computational cost as
window attention, we set M equal to w × w. The sampled tokens Kw,v, Vw,v

are then fed into MHSA with queries Qw for attention calculation. However,
as the key/value tokens are sampled from different locations with the query to-
kens, the relative position embeddings between the query and key tokens may
not describe the spatial relationship well. Following the spirit in CPVT [8], we
adopt conditional position embedding (CPE) before the MHSA layers to supply
the spatial relationships into the model as shown in Figure 3 (c), i.e.,

X = Zl−1 + CPE(Zl−1), (5)

where Zl−1 is the feature from the previous transformer block and CPE is
implemented by a depth-wise convolution layer with kernel size equal the window
size, i.e., 7× 7 by default, and stride 1.

3.3 Computation complexity analysis

The extra computations caused by VSA come from the CPE and V SR mod-
ule, while the other parts, including the window-based multi-head self-attention
and FFN network, are exactly the same as the baseline models. Given the input
features X ∈ RH×W×C , VSA firstly uses a depth-wise convolutional layer with
7× 7 kernels to generate CPE, which brings extra O(49 ·HWC) computations.
In the V SR module, we first employ an average pooling layer with kernel size
and stride equal to the window size to aggregate features from the default win-
dows, whose complexity is O(HWC). The following activation function does not
introduce extra computations, and the last convolutional layer with kernel size
1× 1 takes Xpool ∈ RH

w ×W
w ×C as the input and estimates the scales Sw and off-

sets Ow. Both the scales and offsets belong to R2×N . Thus, the computational
complexity of the convolutional layer is O( 4Nw2 HWC), where N is the number of
the attention heads in the transformer layers, and w is the window size. After
obtaining the scales and offsets, we transform the default windows to the varied-
size windows and uniformly sample w × w tokens within each target window.
The computational complexity for each window is w2 × 4 × C, and the total
computational complexity for the sampling operation is O(4 ·HWC). Thus, the
total extra computations brought by VSA is O{(54 + 4N

w2 )HWC}, which is far
less (≤ 5%) than the total computational cost of the baseline models, regarding
the complexity of FFN is O(2αHWC2) and C is always larger than 96.

4 Experiments

4.1 Implementation details

We evaluate the performance of the proposed VSA based on Swin [29] and
ViTAEv2 [50]. The former is a pure transformer model with shifted windows
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between two adjacent layers, while the latter is an improved transformer model
by introducing convolution inductive bias, which models long- and short-term
dependencies jointly. In this paper, we adopt the full-window version of ViTAEv2
as the baseline. All the models are trained for 300 epochs from scratch on the
standard ImageNet-1k [12] dataset with input resolution 224 × 224. We follow
the hyper-parameters setting in the baseline methods to train the variants with
VSA, e.g ., we use AdamW [30] optimizer with cosine learning rate schedulers
during training. A 20-epochs linear warm-up is utilized following Swin [29] to
stabilize training. The initial learning rate is set to 0.001 for 1024 batch size
during training. The data augmentation is the same as [29] and [50], i.e., random
cropping, auto-augmentation [25], CutMix [47], MixUp [48], and random erasing
are used to augment the input images. Besides, label smoothing with a weight of
0.1 is adopted. It is also noteworthy that there is no shifted window mechanism
in the models with VSA, since VSA enables cross-window information exchange
among overlapped varied-size windows.

4.2 Image Classification on ImageNet

We evaluate the classification performance of different models on the ImageNet [12]
validation set. As shown in Table 1, the proposed VSA helps boost the classifi-
cation accuracy of Swin transformer by 1.1% absolute Top-1 accuracy, i.e. from
81.2% to 82.3%, even without the shifted window mechanisms. It indicates that
VSA can flexibly determine the appropriate window sizes and locations given
the input features, allow the tokens to effectively attend far-away but relevant
tokens outside the default windows to extract rich context, and learn better fea-
ture representations. Besides, Swin-T with VSA obtains comparable performance
with MSG-T [16], which adopts extra messenger tokens for feature exchange
across windows, i.e., 82.3% v.s. 82.4%, demonstrating that our varied-size win-
dow mechanism can enable sufficient feature exchange across windows without
the need of using extra tokens. For ViTAEv2 [50], ViTAEv2-S with VSA obtains
82.7% (+0.5%) classification accuracy with only 20M parameters, demonstrating
that the proposed varied-size window attention is compatible with not only the
transformers with vanilla window attentions but also those with convolutions for
feature exchange across windows.

When scaling the input images to higher resolutions, i.e., from 224 × 224 to
384 × 384 and 480 × 480, the performance gains from VSA become larger owing
to its ability to learn adaptive target window sizes from data. Specifically, the
performance gain brought by VSA increases from 1.1% to 1.8% absolute accuracy
over Swin-T when scaling the input size from 224 to 384, respectively. For the 480
× 480 input resolution, the performance gain of VSA further increases to 1.9%,
while the Swin transformers only benefit from the higher resolution marginally
(i.e., 0.2%). The reason is that the fixed-size window attention in Swin limits the
attention region at each transformer layer, which brings difficulty in handling
objects at different scales. In contrast, VSA can learn to vary the window size
to adapt to the objects and capture rich contextual information from different



VSA 9

Model
Params FLOPs Input ImageNet [12] Real [1]
(M) (G) Size Top-1 Top-5 Top-1

DeiT-S [31] 22 4.6 224 81.2 95.4 86.8
PVT-S [34] 25 3.8 224 79.8 - -
ViL-S [49] 25 4.9 224 82.4 - -
PiT-S [21] 24 4.8 224 80.9 - -
TNT-S [18] 24 5.2 224 81.3 95.6 -
MSG-T [16] 25 3.8 224 82.4 - -
Twins-PCPVT-S [7] 24 3.8 224 81.2 - -
Twins-SVT-S [7] 24 2.9 224 81.7 - -
T2T-ViT-14 [46] 22 5.2 224 81.5 95.7 86.8
Swin-T [29] 29 4.5 224 81.2 - -
Swin-T+VSA 29 4.6 224 82.3 96.1 87.5
ViTAEv2-S1 [50] 20 5.4 224 82.2 96.1 87.5
ViTAEv2-S1+VSA 20 5.6 224 82.7 96.3 87.8
Swin-T [29] 29 14.2 384 81.4 95.4 86.4
Swin-T+VSA 29 14.9 384 83.2 96.5 88.0
Swin-T [29] 29 23.2 480 81.5 95.7 86.3
Swin-T+VSA 29 24.0 480 83.4 96.7 88.0
PiT-B [21] 74 12.5 224 82.0 - -
TNT-B [18] 66 14.1 224 82.8 96.3 -
Focal-B [43] 90 16.0 224 83.8 - -
ViL-B [49] 56 13.4 224 83.7 - -
MSG-S [16] 56 8.4 224 83.4 - -
PVTv2-B5 [33] 82 11.8 224 83.8 - -
Swin-S [29] 50 8.7 224 83.0 - -
Swin-S+VSA 50 8.9 224 83.8 96.8 88.54
Swin-B [29] 88 15.4 224 83.3 - 88.0
Swin-B+VSA 88 16.0 224 83.9 96.7 88.6
1 The full window version.

Table 1. Image classification results on ImageNet. ‘Input Size’ denotes the image size
used for training and test.

attention heads at each layer, which is beneficial for learning powerful object
feature representations.

4.3 Object detection and instance segmentation on MS COCO

Settings. We evaluate the backbone models for the object detection and in-
stance segmentation tasks on the MS COCO [27] dataset, which contains 118K
training, 5K validation, and 20K test images with full annotations. We adopt the
models trained on ImageNet with 224 × 224 input resolutions as backbones and
use three typical object detection frameworks, i.e., the two-stage frameworks
Mask RCNN [19] and Cascade RCNN [2,3], and the one-stage framework Reti-
naNet [26]. We follow the common practice in mmdetection [5], i.e., multi-scale
training with an AdamW optimizer and a batch size of 16. The initial learning
rate is 0.0001 and the weight decay is 0.05. We adopt both 1× (12 epochs) and
3× (36 epochs) training schedules for the Mask RCNN framework to evaluate
the object detection performance w.r.t. different backbones. For RetinaNet and
Cascade RCNN, the models are trained with 1× and 3× schedules, respectively.
The results on other settings are reported in the supplementary.
Results. The results of baseline models and those with VSA on the MS COCO
dataset with Mask RCNN, RetinaNet, and Cascade RCNN are reported in Ta-
bles 2, 3, and 4, respectively. Compared to the baseline method Swin-T [29] and
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Params Mask RCNN 1x Mask RCNN 3x

(M) APbbAPbb
50APbb

75APmkAPmk
50 APmk

75 APbbAPbb
50APbb

75APmkAPmk
50 APmk

75

ResNet50 [20] 44 38.6 59.5 42.1 35.2 56.3 37.5 40.8 61.2 44.4 37.0 58.4 39.3
ViL-S [45] 45 44.9 67.1 49.3 41.0 64.2 44.1 47.1 68.7 51.5 42.7 65.9 46.2
PVT-M [34] 64 42.0 64.4 45.6 39.0 61.6 42.1 - - - - - -
PVT-L [34] 81 42.9 65.0 46.6 39.5 61.9 42.5
PVTv2-B2 [33] 45 45.3 67.1 49.6 41.2 64.2 44.4 - - - - - -
CMT-S [17] 45 44.6 66.8 48.9 40.7 63.9 43.4 - - - - - -
RegionViT-S [4] 50 42.5 - - 39.5 - - 46.3 - - 42.3 - -
XCiT-S12/16 [15] 44 - - - - - - 45.3 67.0 49.5 40.8 64.0 43.8
DPT-M [6] 66 43.8 66.2 48.3 40.3 63.1 43.4 44.3 65.6 48.8 40.7 63.1 44.1
ResT-Base [51] 50 41.6 64.9 45.1 38.7 61.6 41.4 - - - - - -
Shuffle-T [22] 48 - - - - - - 46.8 68.9 51.5 42.3 66.0 45.6
Focal-T [43] 49 44.8 - - 41.0 - - 47.2 69.4 51.9 42.7 66.5 45.9
Swin-T [29] 48 43.7 66.6 47.7 39.8 63.3 42.7 46.0 68.1 50.3 41.6 65.1 44.9
Swin-T+VSA 48 45.6 68.4 50.1 41.4 65.2 44.4 47.5 69.4 52.3 42.8 66.3 46.0

ViTAEv2-S1 [50] 39 43.5 65.8 47.4 39.4 62.6 41.8 44.7 65.8 49.1 40.0 62.6 42.8
ViTAEv2-S1+VSA 39 45.9 68.2 50.4 41.4 65.1 44.5 48.1 69.8 52.9 42.9 66.9 46.2

1 The full window version.

Table 2. Object detection results on MS COCO with Mask RCNN.

ViTAEv2 [50], their VSA variants obtain better performance on both object
detection and instance segmentation tasks with all detection frameworks, e.g .,
VSA brings a gain of 1.9 and 2.4 mAPbb for Swin-T and ViTAEv2-S with Mask
RCNN 1× training schedule, confirming that VSA learns better object features
than the vanilla window attention via the varied-size window attention that can
better deal with objects at different scales for object detection. Besides, a longer
training schedule (3×) also sees a significant performance gain from VSA over the
vanilla window attention. For example, the performance gain of VSA on Swin-T
and ViTAEv2 reaches 1.5 mAPbb and 3.4 mAPbb, respectively. We attribute this
to the better attention regions learned by the VSR module in our VSA under
longer training epochs. Similar conclusions can also be drawn when using Reti-
naNet [26] and Cascade RCNN [2] as detection frameworks, where VSA brings
a gain of at least 2.0 and 1.2 mAPbb, respectively. It is also noteworthy that the
performance gains on ViTAEv2 are more significant than those on Swin-T. This
is because there is no shifted window mechanism existing in ViTAEv2, and thus
the ability to model long-range dependencies via attention is constrained within
each window. In contrast, the varied size window attention in VSA empowers
ViTAEv2 models to have such an ability and efficiently exchange rich contextual
information across windows.

4.4 Semantic segmentation on Cityscapes

Settings. The Cityscapes [9] dataset is adopted to evaluate the performance
of different backbones for semantic segmentation. The dataset contains over 5K
well-annotated images of street scenes from 50 different cities. UperNet [38] is
adopted as the segmentation framework. The training and evaluation of the
models follow the common practice, i.e., using the Adam optimizer with poly-
nomial learning rate schedulers. The models are trained for 40k iterations and
80k iterations separately with both 512×1024 and 769×769 input resolutions.
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Params RetinaNet

(M) APbbAPbb
50APbb

75

ResNet50 [20] 38 36.3 55.3 38.6
PVTv2-B1 [33] 24 41.2 61.9 43.9
ResT-Base [51] 41 42.0 63.2 44.8
DAT-T [37] 39 42.8 64.4 45.2
Twins-SVT-S [7] 34 42.3 63.4 45.2
Swin-T [29] 39 41.6 62.1 44.2
Swin-T+VSA 39 43.6 64.8 46.6

ViTAEv2-S1 [50] 30 42.1 62.7 44.8
ViTAEv2-S1+VSA 30 44.3 65.2 47.6

1 The full window version.

Table 3. Object detection results on MS
COCO [27] with RetinaNet [26].

Params Cascade RCNN

(M) APbb APbb
50 APbb

75

ResNet50 [20] 82 44.3 62.4 48.5
PVTv2-B2 [33]] 83 51.1 69.8 55.3
PVTv2-B2-Li [33] 80 50.9 69.5 55.2
MSG-T [16] 83 51.4 70.1 56.0
Swin-T [29] 86 50.2 68.8 54.7
Swin-T+VSA 86 51.4 70.4 55.9

ViTAEv2-S1 [50] 77 48.0 65.7 52.5
ViTAEv2-S1+VSA 77 51.9 70.6 56.2
1 The full window version.

Table 4. Object detection results on MS
COCO [27] with Cascade RCNN [2].

512×1024 769×769
40k 80k 40k 80k

mIoU mAcc mIoU* mIoU mAcc mIoU* mIoU mAcc mIoU* mIoU mAcc mIoU*
ResNet50 [20] 77.1 84.0 78.4 78.2 84.6 79.2 78.0 86.7 79.7 79.4 87.2 80.9
Swin-T [29] 78.9 85.3 79.9 79.3 85.7 80.2 79.3 86.7 79.8 79.6 86.6 80.1
Swin-T+VSA 80.8 87.6 81.7 81.5 87.8 82.4 81.0 88.0 81.9 81.6 88.3 82.5
ViTAEv2-S [50] 80.1 86.5 80.9 80.8 87.0 81.0 79.6 86.1 80.6 80.5 86.8 81.2
ViTAEv2-S+VSA 81.4 87.9 82.3 82.2 88.6 83.0 80.6 87.1 81.4 81.5 88.0 82.4
Swin-S [29] 80.7 87.3 82.0 81.2 87.4 82.2 80.9 87.8 81.6 81.5 88.1 82.3
Swin-S+VSA 82.1 88.5 83.2 82.8 88.9 83.6 82.0 88.7 83.0 82.8 89.5 83.6

Table 5. Semantic segmentation results on Cityscapes [9] with UperNet [38]. * denotes
results are obtained with multi-scale test.

Results. The results are available in Table 5. With 512×1024 input size, VSA
brings over 1.3 mIoU and 1.4 mAcc gains for both Swin-T [29] and ViTAEv2-
S [50], no matter with 40k or 80k training schedules. This observations hold
with 769×769 resolution images as input, where VSA brings over 1.0 mIoU and
1.0 mAcc gains for both models. Such phenomena validates the effectiveness of
the proposed VSA in improving the baseline models’ performance on semantic
segmentation tasks. With more training iterations (80k), the performance gains
of VSA over Swin-T increases from 1.9 to 2.2 mIoU with 512×1024 and from 1.7
to 2.0 mIoU with 769×769, owing to the better attention regions learned by the
VSR module. Besides, with multi-scale testing, the performance of using VSA
further improves, indicating that VSA can implicit capture multi-scale features
as the target windows have different scales and locations for each head.

4.5 Ablation Study

We adopt Swin-T [29] with VSA for ablation studies. The models are trained for
300 epochs with AdamW optimizer. To find the optimal configuration of VSA,
we gradually substitute the window attention in different stages of Swin with
VSA. The results are shown in Table 6, where ✓ indicates that VSA replaces the
vanilla window attention. We can see that the performance gradually improves
with more VSA used and reaches the best when using VSA in all four stages.
Meanwhile, it only takes a few extra parameters and FLOPs. Therefore, we
choose to use VSA at all stages as the default setting in this paper.
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VSA at stages FLOPs Param Acc.
stage 1 stage 2 stage 3 stage 4 (G) (M) (%)

4.5 28.2 81.2
✓ 4.5 28.3 81.4

✓ ✓ 4.6 28.7 81.9
✓ ✓ ✓ 4.6 28.7 82.1

✓ ✓ ✓ ✓ 4.6 28.7 82.3

Table 6. The ablation study of using VSA
in each stage of Swin-T [29].

CPE VSR Shift Acc.
✓ 81.2

✓ 81.6
✓ ✓ 81.6
✓ ✓ 82.3
✓ ✓ ✓ 82.3

Table 7. The ablation study of each com-
ponent in VSA based on Swin-T [29].

We take Swin-T as the baseline and further validate the contribution of each
component in VSA. The results are available in Table 7, where ✓ denotes using
the specific component. ‘Shift’ is short for the shifted window mechanism. With
only ‘Shift’ marked, the model becomes the baseline Swin-T. As can be seen,
the model with ‘VSR’ alone outperforms Swin-T by 0.3% absolute accuracy,
implying (1) the effectiveness of varied-size windows in cross-window information
exchange and (2) the advantage of adapting the window sizes and locations, i.e.,
attention regions, to the objects at different scales. Besides, using CPE and VSR
in VSA further boosts to 82.3%, which outperforms the variant of ‘CPE’ + ‘Shift’
by 0.6% accuracy. It indicates that CPE is better compatible with varied size
windows by providing local positional information. It is also noteworthy that
there is no need to use the shifted-window mechanism in VSA according to the
results in the last two rows, confirming that varied-size windows can guarantee
the feature exchange across overlapped windows.

4.6 Throughputs & GPU memory comparison

Throughputs on A100 Throughputs on V100 Memory
(fps) (fps) (G)

Swin-T 1557 679 15.8
Swin-T+VSA 1297 595 16.1

Swin-S 961 401 23.0
Swin-S+VSA 769 352 23.5

Table 8. Throughput & GPU memory comparison with VSA.

We also evaluate the model’s throughputs during inference and GPU mem-
ory consumption during training, with batch size 128 and input resolution 224
× 224. We run each model 20 times firstly as warmup and count the average
throughputs of the subsequent 30 runs as the throughputs of the models. All of
the experiments are conducted on the NVIDIA A100 and V100 GPUs. As shown
in Table 8, VSA slows down the Swin model by about 12%∼17% on different
hardware platforms and consumes 2% more GPU memory, with much better
performance on both classification and downstream dense prediction tasks. Such
slow-down and extra memory consumption is mainly due to the sub-optimal
optimization of sampling operations compared with the matrix multiply opera-
tions in the PyTorch framework, where the latter is sufficiently optimized with
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cuBLAS. Integrating the sampling operation with following linear projection op-
erations with CUDA optimization can help alleviate the speed concerns, which
we leave as our future work to implement the proposed VSR module better.

4.7 Visual inspection and analysis

Swin-T

Swin-T

Swin-T

Swin-T

VSA Head#1 VSA Head#2 VSA Head#1 VSA Head#2

VSA Head#1 VSA Head#2 VSA

(a)

(b) (c)

Fig. 4. Visualization of the varied-size windows generated by VSA from ImageNet (a)
and MS COCO (b). The t-SNE analysis is also provided in (c).

Visualization of target windows. We visualize the default windows used in
Swin-T [29] and the varied-size windows generated by VSA on images from the
ImageNet [12] and MS COCO [27] datasets to see where VSA learns to attend for
different images. The results are visualized in Figure 4. As shown in Figure 4(a),
the generated windows from VSA can better cover the target objects in the
images while the fixed-size windows adopted in Swin can only capture part of
the targets. It can also be inferred from Figure 4(b) that the windows generated
by different heads in VSA have different sizes and locations to focus on different
parts of the targets, which helps to capture rich contextual information and learn
better object feature representations. Besides, the windows that cover the target
objects have more variance in size and location compared with those covering
background as shown in (b), e.g ., the windows on the zebra and elephant vary
(the blue, red, orange, pink, etc.) significantly while others in the background
are less varied. In addition, the target windows are overlapped with each other,
thus enabling abundant cross-window feature exchange and making it possible
to drop the shifted window mechanism in VSA.
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t-SNE analysis. We further use t-SNE to analyze the features generated by
Swin-T models with and without VSA. We randomly select 20 categories from
the ImageNet dataset and use t-SNE to visualize the extracted features. As
shown in Figure 4(c), the features generated by Swin-T with VSA are better
clustered, demonstrating that VSA can help the models deal with objects of
different sizes and learn more discriminative features.

5 Limitation and Discussion

Although VSA has been proven efficient in dealing with images of varied reso-
lutions and has shown its effectiveness on various vision tasks, including classi-
fication, detection, instance segmentation, and semantic segmentation, we only
evaluate VSA with Swin [29] and ViTAEv2 [50] in this paper. It will be our fu-
ture work to explore the usage of VSA on other transformers with window-based
attentions, e.g ., CSwin [13] and Pale [36], which use cross-shaped attentions. Be-
sides, to keep the computational cost as the vanilla window attention, we only
sample sparse tokens from each target window, i.e., the number of sampled to-
kens equals the default window size, which may ignore some details when the
window becomes extremely large. Although the missed details may be com-
plemented from other windows via feature exchange, a more efficient sampling
strategy can be explored in the future study.

6 Conclusion

This paper presents a novel varied-size window attention (VSA), i.e., an easy-
to-implement module that can help boost the performance of representative
window-based vision transformers such as Swin in various vision tasks, includ-
ing image classification, object detection, instance segmentation, and semantic
segmentation. By estimating the appropriate window size and location for each
image in a data-driven manner, VSA enables the transformers to attend to far-
away yet relevant tokens with negligible extra computational cost, thereby mod-
eling long-term dependencies among tokens, capturing rich context from diverse
windows, and promoting information exchange among overlapped window. In
the future, we will investigate the usage of VSA in more attentions types in-
cluding cross-shaped windows, axial attentions, and others as long as they can
be parameterized w.r.t. size (e.g ., height, width, or radius), rotation angle, and
position. We hope that this study can provide useful insight to the community in
developing more advanced attention mechanisms as well as vision transformers.
Acknowledgement Mr. Qiming Zhang, Mr. Yufei Xu, and Dr. Jing Zhang are
supported by ARC FL-170100117.
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