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Abstract. The locations of objects and their associated landmark key-
points can serve as versatile and semantically meaningful image rep-
resentations. In natural scenes, these keypoints are often hierarchically
grouped into sets corresponding to coherently moving objects and their
moveable and deformable parts. Motivated by this observation, we pro-
pose Keypoint Pyramids, an approach to exploit this property for dis-
covering keypoints without explicit supervision. Keypoint Pyramids dis-
covers multi-level keypoint hierarchies satisfying three desiderata: com-
prehensiveness of the overall keypoint representation, coarse-to-fine infor-
mativeness of individual hierarchy levels, and parent-child associations of
keypoints across levels. On human pose and tabletop multi-object scenes,
our experimental results show that Keypoint Pyramids jointly discovers
object keypoints and their natural hierarchical groupings, with finer lev-
els adding detail to coarser levels to more comprehensively represent the
visual scene. Further, we show qualitatively and quantitatively that key-
points discovered by Keypoint Pyramids using its hierarchical prior bind
more consistently, and are more predictive of manually annotated se-
mantic keypoints, compared to prior flat keypoint discovery approaches.
Code is at: https://github.com/jianingq/KeypointPyramids
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1 Introduction

Object keypoint sets are particularly attractive in computer vision as compact
and versatile representations of images. In common instantiations of this idea,
each keypoint in an image is represented by pixel coordinates attached to a
specific semantic object in the real scene, and usually to a specific landmark
3D position on its surface. When all such keypoints in a scene are combined,
the resulting scene descriptor is succinct, easy to interpret semantically, and
convenient for spatial reasoning and systematic generalization. These advan-
tages have been explored by researchers over many years for a large number
of applications spanning pose estimation for humans [3], animals [33], and ob-
jects [39], face recognition [34], tactile sensing [26], reinforcement learning in
video games [24, 35] , and robotics [2, 4, 32, 40].

Early applications of keypoints [8, 10, 34] relied on pre-annotated fiducial
keypoints for select object categories, such as the joints of a human skeleton.
However, recent works [2, 13, 19, 24, 36, 44, 49] have targeted discovering object
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Fig.1. Our method, Keypoint Pyramids, discovers multi-level keypoint hierarchies
without explicit supervision, and represent information in a coarse-to-fine structure
to represent the configurations of objects and their moving and deformable parts and
subparts.

keypoint representations without such explicit supervision to extend the benefits
of keypoint representations beyond only a few pre-annotated object categories.
These approaches build off the recent successes of general unsupervised image
representation learning that produce unstructured 2D feature maps or 1D vector
representations of images. To inject keypoint structure into such representations,
unsupervised keypoint discovery methods rely on two fundamental properties of
object keypoints: sparsity and local associations with small neighborhoods in the
image. This prior knowledge about keypoints is commonly represented through
a representational bottleneck [5] that enforces sparse and local keypoints.

In this paper, we start by observing an additional, higher order property of
keypoint sets: keypoints in natural scenes are often hierarchically grouped into
nested subsets that are tied to coherently moving objects and their movable and
deformable parts. In a multi-object scene, each object may coarsely be repre-
sented by a single keypoint to specify the location of that object as a whole.
To capture more fine-grained detail such as its pose, each rigid object requires
two additional keypoints (three in total) to specify its 6-degree-of-freedom pose.
An articulated object containing multiple parts requires more keypoints for each
part, and a continuously deformable object may be modeled as containing many
local neighborhoods each containing many keypoints.

Motivated by this natural hierarchical organization, we argue for representing
the configuration of objects in a scene in a hierarchical data structure containing
nested groups of keypoints. We propose Keypoint Pyramids, an unsupervised
approach that learns to represent images as coarse-to-fine keypoint hierarchies,
improving upon current approaches that discover flat keypoint representations.
Keypoints in the earlier coarser levels of this hierarchy capture only the gist of the
scene. Later finer levels can then add new, more local keypoints to elaborate upon
this and describe the scene more comprehensively. Each [-level keypoint in the
pyramid is connected through spring connections to several children keypoints
at its subsequent finer level [ + 1. For example, a human may be represented at
the coarsest level by a single keypoint to identify their location in a scene. In the
next level, important joints determining overall body pose such as the shoulders,
elbows, and knees may be represented. At subsequent levels, finer details such
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as the fingers on the hand, and facial keypoints determining facial expressions
may be modeled.

Indeed, several prior works have established the utility of manually defined
hierarchies over pre-annotated keypoints [11, 17, 22, 37]. Our approach, Keypoint
Pyramids, is the first to exploit this for unsupervised keypoint discovery, improv-
ing the quality of discovered keypoint representations, and providing a conve-
nient coarse-to-fine representation for downstream use cases. Through quantita-
tive and qualitative evaluations on several datasets of human and multi-object
images, we establish that learned keypoint pyramids generate better descriptions
of visual scenes, showing higher quality information retention and more consis-
tent keypoint binding than prior approaches that all generate flat keypoint sets.
Our results validate hierarchical organization as an important prior for keypoint
discovery, and our Keypoint Pyramids approach as an effective technique to
exploit this prior.

2 Related Work

Unsupervised object-centric representations: Explicitly representing ob-
jects within the feature representation has many benefits, including improved
ML generalization to novel compositions of similar objects [15, 25]. To extend
such benefits of object-centric representations and reasoning beyond just the
tens of categories for which pre-annotated bounding boxes and segmentation
masks exist, many recent works have aimed to discover self-supervised object-
centric representations without any manual annotations. One class of such meth-
ods aims to partition the scene into object bounding boxes or segmentation
masks [1, 6, 14, 21, 23, 29, 30, 45, 50]. To represent pose and other variations in-
ternal to the bounding boxes or contours of each discovered object, these methods
rely on unstructured dense feature vectors. Instead, we aim to comprehensively
represent the full object configuration of a multi-object visual scene through a
versatile, sparse, and succinct collection of keypoints that can not only localize
objects but also capture their pose, part articulations and deformations.

There is also work on object part discovery [38, 42, 43, 47] by grouping local
features into semantically consistent parts. For example, it is possible to exploit
optical flow information for part discovery [47], or discover 3D shape primitives
for a target mesh [38], or to spatially downsample object-based feature maps
to represent hierarchies in simulated and simple scenes [43]. These methods all
operate in simplified settings [38, 43, 47], rely on additional information for part
discovery [42, 47], and/or inherit dense feature vector-based representations of
parts [42, 43]. We avoid these pitfalls in our Keypoint Pyramids approach.
Unsupervised keypoint discovery: More relevant to us, unsupervised key-
point discovery methods represent an input image as a set of landmarks that
describe the object configuration [2, 13, 19, 24, 36, 44, 49]. Zhang et al. [49]
design an hourglass network that takes in a single image and outputs a set of
landmarks that describe the object shapes. Lorenz et al. [31] designs part discov-
ery network that aims to disentangled object shape and appearances. Thewlis
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et al. [44] constrain learned landmarks for an object category to be viewpoint-
invariant. Jakab et al. [19] carefully design a network architecture that is now
called KeyNet, which uses extracted keypoints as an information bottleneck [5]
to reconstruct the input image. Since their work, many others have built on
KeyNet, for example, using a spatial feature prediction error map as input to
KeyNet [13], inputting additional pose prior images to KeyNet [20], or training
the keypoint outputs to be predictive of future frames [35]. Kulkarni et al. [24]
augment KeyNet with a feature map tied closely to keypoints by constructing
a “transported feature map” bottleneck. We build upon these approaches, par-
ticularly the keypoint and transported feature map representations of [19] and
[24], but unlike any prior approaches, we jointly discover not only a flat set of
keypoints, but also their hierarchical organization, with different levels corre-
sponding to objects and their articulated and deformable parts and subparts
in a coarse-to-fine structure. As described in Section 1, prior approaches only
exploit the sparsity and local association properties of individual keypoints, but
we observe and exploit the joint hierarchical organization property of keypoint
sets in an image. In our experiments, we compare against flat keypoint discovery
methods and show superior results.

Supervised hierarchies: Many previous works have shown benefits from
modeling manually annotated hierarchies over keypoints or objects. The clas-
sic pictorial structures model [7, 9, 10] established the utility of predefined
graphs over object parts for object recognition. For detecting supervised key-
points, Huang et al. [16] propose a coarse-to-fine training and detection process,
yielding advantages across human and bird pose detection tasks. In this case,
“coarse” detections are merely less accurate detections of all keypoints, to be
refined afterwards. Samet and Akbas [41] use a predefined hierarchy of over
133 annotated human body keypoints to perform “hierarchical regression”, pro-
ceeding in stages to regress finer keypoints such as facial features, conditioned
on coarser keypoints that determine the body pose. Mrowca et al. [37] show
how predefined dense particle-based models of rigid or deformable objects can
be abstracted into clustered hierarchies to allow efficiently modeling complex
physical dynamics such as non-rigid collisions from data. Broadly, these meth-
ods showcase the utility of keypoint hierarchies, but our method is different in
that it operates without supervision for either the keypoints or their hierarchical
relationships, and aims to discover both jointly from images alone.

3 Approach

Suppose we are given a dataset of unlabeled images from a domain, such as
humans in varied poses, or rooms with various configurations of objects. With
no prior annotations, can we automatically learn to succinctly represent new
images from that domain in terms of their objects, object parts, and other useful
landmarks?
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Fig. 2. The Keypoint Pyramids encoder generates a coarse to fine hierarchy of key-
points for an input image. This schematic illustrates two consecutive levels K;(z) and
Ki41(x). Details in Sec 3.1. The three training losses annotated on the right: “com-
bined”, “transport”, and “spring” are described in detail in Section 3.2, 3.3, and 3.4.

Three desiderata for keypoint hierarchies. To accomplish this, as moti-
vated in Section 1, we would like to represent an image as a keypoint hierarchy
that satisfies three desiderata:

1. It must permit comprehensively describing the configuration of the objects
in the image i.e., their locations, poses, articulations, and deformations.

2. Individual levels in the hierarchy must proceed from coarse to fine, repre-
senting different trade-offs between compactness and informativeness.

3. Each keypoint at a coarse level must be tied to a set of “children” keypoints
at the next finer level, which help provide more details about their parent
keypoint.

We propose Keypoint Pyramids, an approach to learn representations that
satisfy these desiderata from datasets of unlabeled images. Fig 2 illustrates the
overall workflow of our method. In Section 3.1, we describe the Keypoint Pyra-
mids neural architecture for encoding input images into keypoint hierarchies.
Next, we describe how to train Keypoint Pyramids through a training objective
that balances the three desiderata above, laid out in Sections 3.2, 3.3, and 3.4.
In addition to the input image and the encoding weights above, our training
procedure for the encoder relies on auxiliary reference images for each training
sample, and auxiliary network weights that aid in training. Finally, we summa-
rize the overall objective and describe implementation and optimization details
in Section 3.5.

3.1 Keypoint Pyramids encoder architecture

First, we define a neural network architecture for encoding images x € RH>*Wx3
to L-level keypoint hierarchies. Figure 2 shows a schematic. At each level 1 <
| < L, we wish to generate a new set of N; keypoints K;(z) = [k} (x), ..., k"' ().
Each keypoint kJ'(z) is a 2-D vector representing pixel coordinates within the
image.
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To generate such keypoint hierarchies, we use a feature pyramid network
(FPN) architecture [28] to extract feature maps at L scales, denoted as { fi(x)}-_;,
matched to the L levels of the keypoint hierarchy. At the first level [ = 1, we
generate a keypoint set Ki(x) from the coarsest, smallest scale feature maps
fi(x) through a convolutional keypoint encoder network.

At subsequent finer layers [ > 1, we condition keypoint encoders additionally
on K;_1(x), so that lower levels in the keypoint pyramid can be influenced by
higher levels. Specifically, we transform k' ;, the n-th keypoint coordinates at
level [ — 1, to a heatmap representation ¥ | () € RZ*W by applying a Gaus-
sian function with a small fixed variance around the keypoint coordinates. Note
that the heatmaps U} | (x) are lossless representations of the keypoint coordi-
nates k" ;(z) and we will go back and forth between these two representations
as convenient. The stack of all N;_1 heatmaps at level [ — 1 is denoted W¥;_1.
The inputs to the keypoint encoder for generating the I-th level K;(x) are then
[¥;_1(x), fi(x)]. This architecture is shown in Figure 2.

Keypoint encoders at each level [ follow the popular KeyNet architecture [19]:
a convolutional network takes f;(x) as input and generates N, feature maps, to
each of which a spatial softmax operation is applied followed by marginalization
along the image dimensions to determine the keypoint coordinates k]*(z).

3.2 Comprehensiveness of the overall keypoint representation

Our first desideratum for the keypoint hierarchy is that it should permit a com-
prehensive description of the object configuration in the scene through keypoint
coordinates alone. To achieve this, our objective includes a loss term that mea-
sures the pixelwise error for reconstructing the input image z from the com-
bination of all levels of the keypoint hierarchy. The process of calculating this
objective is shown in Figure 3.

First, we convert all keypoints k]'(z) across all levels to their corresponding
heatmaps ¥} (x) as described in Section 3.1. Stacking these heatmaps across
all levels, we get W(z) € RTXWXXiNi| This keypoint heatmap stack ¥(z) is
now fed into a decoder that is to be trained to reconstruct the input image
x. However, keypoints only capture object configurations, and do not contain
information about other aspects of the appearance of the scene such as the
background, lighting, and colors. To provide this auxiliary information required
for image reconstruction, following Jakab et al. [19], we extract convolutional
“appearance” features ®(x,of) € RY XWXC from a reference image ¢ of the
same scene as x, but with a different configuration of the objects. For example,
Trof could be a different video frame from the same static-camera video sequence
as .

Finally, we train a convolutional decoder network to map from the concate-
nation [U(z), ®(xyer)] to a reconstruction &, minimizing the following combined
reconstruction objective:

Lreconstruction (T, ¥) = [|[T([¥(), P(2rer)]) — x||§ (1)
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Fig. 3. To train a comprehensive keypoint representation, we reconstruct the input
image from the combination of all levels of our hierarchy, generating a reconstruction
loss. Details in Section 3.2. The gray areas in the figure show components that are
required only to compute the training objectives; these are not used at test time.

3.3 Graded informativeness of keypoint levels

To satisfy our second desideratum, individual levels in the keypoint hierarchy
must each capture useful information, and finer levels must progressively capture
more information. However, the combined reconstruction objective of Equation 1
pools keypoints from all levels in the hierarchy and does not impose any require-
ments on individual levels. For example, it would suffice to minimize Equation 1
if all of the information was represented in only one level, and all other levels
captured no information at all.

Augmenting keypoint coordinates with local features. To incentivize
meaningful coarse-to-fine keypoint hierarchies, we introduce level-wise objective
terms requiring each level to be independently informative about the object con-
figuration. However, note that merely the 2D pixel coordinates of keypoints at
coarse levels cannot capture the fine-grained details of the object configuration.
For example, just the coordinates of the centroid of a person cannot reasonably
be sufficient to infer their full pose. To effectively capture the object configu-
ration, keypoint coordinates at each level must therefore be augmented with
some residual information from their local image neighborhoods, to substitute
for missing finer-level keypoints.

For this purpose, we construct feature-augmented keypoints. Specifically, to
represent missing fine-grained information from level [ keypoints, we extract
convolutional features from their neighborhoods. We compute feature maps
®)(z) € RTXWXCt from a new convolutional encoder operating on top of the
FPN level [ features fi(z). Then, local features around a keypoint kJ*(z) can
be computed by masking these features through an elementwise product with
the keypoint heatmap U7(x). This produces the feature-augmented keypoints
(W7 (), @i(2) W] (z)].

Finally, to incentivize finer levels to capture more information within the
keypoint coordinates, we augment the heatmaps for coarser levels with more
information than for finer levels; accordingly, we set the number of channels C;



8 J. Qian et al.

InputImage x

,

Keypoint Heatmaps

-

App

pearance Features
’ B ¢

Transported
Reference Image x,.; Keypoint Heatmaps | Feature Map
T

Reconstructed
Input Image £
i

@(x)

W) (Xre ) I
— e ¢
7
Appearance Features

I —x—
Dy (Xrer) stop gradient

Fig. 4. While individual levels of the keypoint hierarchy need not be comprehensive,
they should each capture useful information. We construct feature-augmented key-
points at each level, create “transported” feature maps and then use those to recon-
struct the image, generating a transport loss. Details in Section 3.3.

in the feature maps ®;(z) to be higher for coarser levels, i.e., C;; > Cj, for
I <ls.

Transport loss. Recall that the combined reconstruction objective Equation 1
aims to reconstruct the input image x using appearance features from a reference
image xef and keypoints from the original input x. In similar spirit, we may now
set up a level-wise image reconstruction objective using the feature-augmented
keypoints above. In other words, we would like to compute appearance features
D (xyef) from the reference image, inject augmented keypoint information from
x, and train a decoder to produce a reconstruction Z. See Figure 4.

We set up such layerwise reconstruction losses following the “keypoint trans-
port” loss from Kulkarni et al. [24]. At each level, we first compute a transported
feature map:

D) (2, Tret) = Prrer) (1 — Wi(wrer)) (1 — ¥y ()
Appearance features from reference image
+ @) (1 — (1= Wy(arer) ) (1 — Wy(2))) - (2)

“Augmented” keypoints from input image

This transport equation can be interpreted as follows. The first term effectively
removes all keypoints from the reference image feature map to provide reference
appearance information alone. The second term fills in those keypoint holes using
augmented keypoints from the original image x. We can now reconstruct = from
this transported feature at each level [, computing a transport objective:

L
Ctransport - Z )\l | |/£C\l ((I)E (.’E, xref)) - .’E‘ |§ (3)
=1
3.4 Keypoint associations across levels

Finally, how can we ensure a pyramidal association structure between higher and
lower levels, as in our third desideratum? We pre-specify desired associations
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between keypoints across neighboring levels and use a spring loss to encourage
children keypoints at finer levels to remain close to their parent.

For each “parent” keypoint k* € K at level [, we specify a fixed disjoint
subset ¢;* C K41 of children keypoints at its finer level. In our experiments, we
use 0 = {MI+1,MIl+2,...,M(l +1) — 1}, where M specifies the number
of children per parent keypoint. We would now like each parent keypoint k' to
serve as an anchor for its children. We therefore penalize the deviation between
children keypoint coordinates and their parent. This is akin to minimizing the
energy of a mechanical system of springs connecting each child to its parent.
This produces the following spring loss:

»Cspring = Xs Z Z Z Hkin - kﬂl”% (4)

levels I<L keypoints n<N; children me&d;*

3.5 Implementation details

The overall Keypoint Pyramids objective function is:

£tota1 = £reconstruction + £transport + £spring (5)

We minimize this objective end-to-end, jointly training the feature pyramid net-
work, the keypoint encoders for all levels, as well as the auxiliary weights required
during training, namely, the feature extractors and decoders. We use Adam opti-
mizer with learning rate of 1le-4 for all experiments. During training, we randomly
sampled a reference image x..f from the same video sequence as the input image
x, within 250 frames from it. In all of our experiments, we train Keypoint Pyra-
mids with L = 2 levels, and with N7 = 10 and N, = 20 keypoints on the first
and second levels. Thus, our combined flattened representation has ), N; = 30
keypoints. We set Ay = 1, \; = 0.1 and Ay = 1 for all of our experiments. For the
FPN network, we output feature maps at two levels and [ = 2. At the coarsest
level, the feature maps have size 16 x 16 and at the finest level the feature maps
have size 32 x 32.

4 Experiments

Our experiments aim to answer the following questions: (1) Does Keypoint Pyra-
mids discover semantically meaningful keypoint hierarchies? (2) Compared to
prior flat keypoint discovery approaches, how well does a flattened Keypoint
Pyramid recover the configurations of objects in the scene? (3) How important
are the different components of our approach? (4)Is the Keypoint Pyramid rep-
resentation suitable for downstream computer vision tasks?

4.1 Datasets

While many prior unsupervised keypoint and object discovery approaches have
been evaluated in simulated settings, we focus on two real image datasets to
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Fig. 5. Sample images from the two datasets used in our experiments: (left) Human

3.6M (H3.6M) showing people enacting various actions, and (right) our new dataset
Bot-and-Objects (B&O), containing a robot interacting with objects on a tabletop.

evaluate Keypoint Pyramids on realistic scenes and objects.

Human3.6M (H3.6M): Human3.6M [18] is a large-scale video dataset fea-
turing 7 actors performing 16 categories of actions in an indoor environment.
It contains 3.6M images. Following the conventions in [27], we use 5 human
subjects (S1, S5, S6, S7, S8) for training and the remaining 2 human subjects
(S9, S11) for testing. Image pairs (x,zyf) are extracted from the same video
sequence. We apply loose crops around the subject using ground-truth annota-
tion following [19]. To focus on the full body pose, we omit 5 action categories
(Sitting, Smoking, etc.) that involve largely seated poses, leaving 11 categories in
our dataset. This dataset is challenging because it requires the network to learn
to recognize common keypoints that generalize across actors with disparate ap-
pearances, clothing, and body shapes, set against different backgrounds' and
non-ideal lighting conditions. Further, modeling the human body is challenging,
because it is a complicated articulated and deformable object with many moving
parts and other degrees of freedom. On the other hand, this dataset permits ex-
tensive quantitative evaluation: it contains exhaustive keypoint annotations for
17 human pose keypoints corresponding to the major joints for all images, and
the action category labels also permit an action recognition task from discovered
keypoint representations.

Bot-And-Objects (B&O): To evaluate Keypoint Pyramids on real-world
multi-object scenes, we collect an object pushing dataset with an articulated
5-degree-of-freedom WidowX 200 robot arm and three plush toys. We collect a
video dataset with 450 videos, each containing 30 frames (13500 images). Be-
tween any two frames, the robot arm performs random motions of its gripper
up to 5 cm within its 50 by 50 cm workspace, frequently displacing or rotating
objects, and thus generating diverse object configurations within our dataset.
We train on 10800 images and test on the remaining 2700 images.

4.2 Baselines and Ablations

Recall that all prior keypoint discovery approaches produce flat keypoint sets. We
pick two state-of-the-art approaches for comparison against Keypoint Pyramids:

e KeyNet [19]: This baseline uses a flat keypoint set output by an encoder as
the bottleneck in a neural network autoencoder.

! different video sequences are shot against different backgrounds
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e Transporter [24]: This method trains convolutional feature maps alongside
keypoints to permit reconstruction from a transported feature map.

These baselines are the most widely used object keypoint discovery method so
far. [13, 20, 35] mentioned above all reuse the KeyNet encoder architecture,
and many works reuse the Transporter loss [46, 48]. A comparison with a more
recent method [12] is in Sec A.3. For both baselines, we use the widely used
KeyNet-based keypoint encoder network architecture (same as for our method),
with inputs from the largest and final feature map from FPN, which has size
32 x 32. More architecture details are in Sec A.1. We train both baselines with
varying numbers of keypoints for fair comparison against our Keypoint Pyra-
mids approach. In addition to these baselines, we also evaluate several abla-
tions of our approach to analyze the effects of its various components. First, we
train without the combined reconstruction loss (No-Reconstruction), without
the transport loss (No-Transport), and without the spring loss (No-Spring).
Next, rather than use the keypoints-only reconstruction loss for the overall flat-
tened representation (Equation 1) and the augmented keypoints-based transport
loss for the individual levels (Equation 3), we try using the same type of loss
for both, either keypoint-only reconstruction (All-Reconstruction) or trans-
port loss (All-Transport). We also run an ablation without the architectural
choice of conditioning the keypoint encoder at level [ on the keypoints from the
previous level [ — 1 (Unconditioned). Note that Unconditioned still introduces
dependencies between keypoint levels during training, through the reconstruc-
tion and spring losses. Finally, for our full method after training, we evaluate
keypoints from its individual levels separately (Level 1=1 or 2) to validate the
coarse-to-fine representation.

4.3 Results

On H3.6M, which comes with exhaustive annotations for 17 major joints, we
report the RMSE error for linear regression from discovered keypoints to anno-
tated ground truth keypoint coordinates. This quantitatively evaluates keypoint
representations for their ability to capture object configurations. We split the
test data into two halves, fit the regression on one half and report errors on the
other half. Table 1 shows the keypoint regression error for all methods for levels
1, 2, and for the combined flattened keypoint representation (level 1 + level 2).
For comparison with flat approaches, we train them three times with 10, 20, and
30 keypoints. Flattened Keypoint Pyramids performs much better than intrinsi-
cally flat approaches, and shows a clear progression from level 1 to level 2 to the
flattened representation. Our ablations further validate our algorithm design
choices. All-Reconstruction which uses only keypoint information from source
images works better than All-Transport which always augments keypoints with
local feature information, but neither works as well as our choice to combine
the overall reconstruction loss with the level-wise transport loss to allow graded
information in the individual levels. Further, the No-X ablations show that all
terms in the objective function are important to our performance: dropping any
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Methods | / Level (num. keypts.) — level 1(10) level 2(20) flattened(30)

Transporter 50.15 45.25 47.45
KeyNet 56.51 53.28 46.71
Keypoint Pyramids (Ours) 52.81 43.97 43.30
(KP) No-Reconstruction 49.09 46.73 45.23
& (KP) No-Transport 50.52 46.29 45.85
2 (KP) No-Spring 49.27 48.21 45.28
_'_g (KP) All-Transport 54.72 50.07 49.53
< (KP) All-Reconstruction 50.83 48.15 46.93
(KP) Unconditioned 49.37 44.73 43.75

Table 1. Keypoint regression error on H3.6M, compared to prior flat unsupervised
keypoint discovery baselines and ablations. Lower is better.

Methods Accuracy
Ground-truth Keypoints(17) 0.331
Keypoint Pyramids (Ours)(L1+L2) 0.218
Transporter(30) 0.177
KeyNet(30) 0.179
Keypoint Pyramids (Ours)(L2) 0.193
Transporter(20) 0.164
KeyNet(20) 0.168
Keypoint Pyramids (Ours)(L1) 0.182
Transporter(10) 0.152
KeyNet(10) 0.148

Table 2. Action classification accuracy on H3.6M, compared to prior flat unsupervised
keypoint discovery baselines. Higher is better.

individual term deteriorates performance and all terms contribute nearly equally.
Finally, removing forward connections from coarser to finer keypoints (Uncondi-
tioned) produces only a marginally worse flattened representation than our full
approach, suggesting that the training objective already enforces the hierarchy
even without this architectural bias. For reference, we train our keypoint en-
coder to minimize MSE loss with respect to ground-truth keypoints to show the
upper-bound performance of our method. With the same number of keypoints
(17) as ground-truth, this yields a RMSE error of 37.97.

On our new B&O dataset, which contains deformable objects, exhaustively
annotating with all keypoints required to recover the full object configuration
is intractable, since deformable objects have infinite degrees of freedom. We
coarsely annotate a small test data subset and validate that Keypoint Pyramids
performs better than baselines. We report these results in Sec A.2.

Utility for Downstream Tasks: H3.6M Action Category Recognition.
Having established that Keypoint Pyramids discovers better keypoint represen-
tations than prior approaches, we now ask: how much do these representations
contribute to downstream tasks? Towards evaluating this, we design an action
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Fig. 6. (Best seen in pdf) Visualizing discovered keypoints from our method and base-
lines Transporter [24] (T) and KeyNet [19] (K). Each row is a single image and each
column is a method. For our method, parent and children keypoints are illustrated
with the same color, and their connections are drawn in column 3. More results in
appendices.
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classification task for recognizing activities from sequences of human poses. For
H3.6M, where videos come with 11 action category labels, we evaluate discovered
keypoint representations as inputs for training GRU-based recurrent networks
for action classification. We describe the detail of these networks in Sec A.5.
As shown in Table 2, Keypoint Pyramids performs substantially better than
the two baselines for this task, either by using the full flattened keypoint repre-
sentations(L1+L2) or by just using the individual levels of keypoints. The first
row of Table 2 shows an upper bound for this task: the action classification
accuracy when input features are the 17 ground-truth keypoints. These results
show that the improved quality of our discovered keypoint representations con-
fers benefits for downstream tasks that use those representations.
Keypoint Visualizations. Figure 6 visualizes discovered keypoints on both
datasets for our method (levels 1, 2, and combined) and the baselines Transporter
(T) and KeyNet (K) trained with varying keypoint counts. We observe that
Keypoint Pyramids recovers meaningful keypoints and hierarchies. On H3.6M,
it discovers one coarse keypoint on each knee (yellow, cyan), connected pyrami-
dally to two fine keypoints above and below capturing the full leg pose, a similar
elbow pyramid (green) to capture the configuration of an arm, and a pyramid
centered at the hip (light blue) that captures the relative orientation of the torso
to the lower body. Even when discovered keypoints do not map one-to-one to se-
mantic keypoints, they are consistently located on the body, and bind to specific
locations, for example, the green pyramid near the right shoulder, and the pink
pyramid near the top of the head. On the other hand, the flat baselines bind
less consistently: for example, Transporter scatters many keypoints around the
body rather than on it (column 6), and KeyNet produces keypoints that switch
positions between actors or poses. In addition to these visualizations, we also
train separate decoders to map discovered keypoint coordinates to image recon-
structions. On both datasets, we see a clear progression of image reconstruction
quality from level 1 to 2 to combination. Details in Sec A.4.

5 Conclusions

We have presented Keypoint Pyramids, an approach to tackle the challenging
task of discovering coarse-to-fine keypoint hierarchies from unlabeled images.
Keypoint Pyramids is designed to meet three key desiderata of comprehensive-
ness, graded informativeness, and parent-child associations between levels. Our
results show the first examples of successfully discovered keypoint hierarchies,
and our flattened representations outperform prior state-of-the-art for keypoint
discovery.

Acknowledgements: This work was partially supported by an Amazon Re-
search Award to Dinesh Jayaraman.
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