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Abstract. Compositing-aware object search aims to find the most com-
patible objects for compositing given a background image and a query
bounding box. Previous works focus on learning compatibility between
the foreground object and background, but fail to learn other important
factors from large-scale data, i.e. geometry and lighting. To move a step
further, this paper proposes GALA (Geometry-and-Lighting-Aware), a
generic foreground object search method with discriminative modeling
on geometry and lighting compatibility for open-world image composit-
ing. Remarkably, it achieves state-of-the-art results on the CAIS dataset
and generalizes well on large-scale open-world datasets, i.e. Pixabay and
Open Images. In addition, our method can effectively handle non-box sce-
narios, where users only provide background images without any input
bounding box. Experiments are conducted on real-world images to show-
case applications of the proposed method for compositing-aware search
and automatic location/scale prediction for the foreground object.

Keywords: Foreground Object Retrieval, Image Compositing

1 Introduction

Compositing-aware object search/retrieval [26] aims to find suitable source im-
ages for compositing [17,24]. Specifically, given a background image and a bound-
ing box indicating the compositing location, the objective is to retrieve compat-
ible foreground objects from a large reference database, so that the composite
image appears realistic. Harmonization [7,29,22,2,15] is then applied to adjust
the color and edge pixels, but it is extremely challenging to automatically adjust
the semantics, lighting, or geometry of foreground objects. Although recent re-
lighting method [19] can generate realistic lighting change for human portraits,
it does not tackle general object categories and the required 3D reconstruction is
not always available. Therefore, the quality of the final composite image highly
depends on the performance of foreground retrieval system, and a good system
should be aware of semantics, lighting, and geometry of foreground objects.

† This work was done during the first author’s internship at Adobe Research.
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Fig. 1: Comparison between state-of-the-art method (UFO [27] in the first row)
and the proposed geometry-and-lighting-aware search (second row). The re-
trieved objects in the first row do not respect the geometry of the background
scene, while results of the proposed method have better geometry compatibility.

Early work [26] on foreground retrieval follows a constrained setting, which
requires the user to specify the object category for retrieval. Specifying the cat-
egory sets a limit on the search space, thus preventing the system from rec-
ommending diverse sets of objects. Later, UFO [27] proposes an unconstrained
search method, i.e. objects from all categories are considered as candidates for re-
trieval. The unconstrained setting is closer to real-world scenarios, which require
a large and diverse foreground object gallery to satisfy different users. However,
UFO [27] focuses on finding semantically compatible foreground object and does
not explicitly model lighting and geometry, which are critical factors for making
object compositing realistic, as shown in Figs. 1 and Sec. 1 in supplementary
material.

More recent work [13,23] either explores additional annotation [13] for con-
strained setting, or only focuses on indoor furniture [23] with fine-grained sub-
categories. Therefore, how to encourage awareness on geometry and lighting is
still unclear for general unconstrained foreground retrieval. One way to consider
these factors is to explicitly estimate the 3D geometry and lighting of the scene,
but it is extremely challenging to obtain realistic training data with 3D labels
to do so. Instead, we aim to build a discriminative model which is sensitive to
lighting and geometry mismatches using real-world image datasets, leading to a
more generalizable and scalable solution.

In this paper, we propose a novel Geometry-And-Lighting-Aware (GALA)
foreground object search system, which aims to retrieve objects that are com-
patible in terms of semantics, geometry, and lighting. Specifically, we design a
model consisting of a foreground object encoder and background encoder, such
that only the matching pairs of foreground object and background are closer to
each other in the embedding space. To encode geometry and lighting sensitivity,
we generate negative samples by augmenting the same objects with very different
geometry and lighting conditions through homography transformation with left-
right flip and non-linear illumination modification on foreground objects during
training. Contrastive learning is then applied to push the transformed foreground
object far away from the original one in the embedding space. However, the se-
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Table 1: Comparison between our method and previous works on settings.
Zhao [26] UFO [27] Li [13] Wu [23] Ours

One model for all ✓ ✓ ✓ ✗ ✓

Unspecified Class ✗ ✓ ✗ ✓ ✓

Non-box Scenarios ✗ ✗ ✗ ✗ ✓

Large-scale Dataset ✗ ✗ ✗ ✗ ✓

Open-world Setting ✗ ✗ ✗ ✗ ✓

mantic compatibility of retrieved objects could degrade significantly if we train
the foreground network jointly with the background network. Thus, we intro-
duce an alternating training strategy to maintain semantic compatibility, while
learning to respect geometry and lighting. GALA can also be extended to handle
non-box scenarios, where the users only provide the background image without
any bounding box or text input. Our model automatically retrieves foreground
objects and predicts the best location and scale for compositing.

Furthermore, we perform experiments and validate GALA for open-world
datasets with an arbitrarily large number of categories, targeting real-world un-
constrained applications. Previous works are mostly implemented on medium
scale datasets (< 100, 000 objects) with limited categories, e.g. MSCOCO [16]
only has 80 object categories. In contrast, we conduct experiments on large-scale
real-world datasets, i.e. Pixabay [1] and Open Images [9], which contain signifi-
cantly more categories and images with diverse contents. We show comparisons
of various settings between the proposed method and previous works in Table 1.
Our contributions are summarized as follows:
– A novel compositing-aware search method that discriminatively models geom-

etry and lighting with contrastive training.
– An alternating training strategy to address the challenge of losing seman-

tic compatibility when learning the foreground network in an unconstrained
setting.

– Extensive experiments to demonstrate significant improvements over previous
works on the CAIS dataset, as well as a new large-scale open-world dataset,
i.e. Pixabay.

– An extension of the method for non-box conditioned scenarios which are never
considered in previous works.

2 Related Work

Search for Compositing. The idea of searching for foregrounds to insert
into a new background is first proposed by Lalonde et al. [10], by explicitly
estimating the 3D geometry of foreground objects, and the lighting map of
background scenes. Zhao et al. [26] propose a learning-based compositing-aware
search method, where the users provide a specific class as text input. The positive
samples are augmented based on shape and semantics. UFO [27] assumes that
the user does not specify any category, which is the most relevant setting to our
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work, but it only focuses on the semantic compatibility and ignores lighting and
geometry. It trains a discriminator to distinguish real/fake object for a certain
background and selects candidate positive samples for each background image.
Li et al. [13] manually annotates multiple attributes as additional information
to determine “Interpretable Foreground Object” with given categories. Wu et
al. [23] propose a teacher-student framework for fine-grained indoor categories,
which adopts multiple pre-trained features for foreground objects as teacher and
trains the background network with KL-divergence. None of them learn discrim-
itive features on geometry and lighting for general unconstrained foreground
search.
Object placement. A thread of works [11,25,14] focus on object placement
along with adversarial training, which predicts locations and scales to insert an
object. Lee et al. [11] train a spatial transformer network to predict the location
for placement and a shape mask to guide generation. Zhang et al. [25] train
a location-scale prediction model using inpainted pure background images. Li
et al. [14] first find candidate locations in indoor scenes, then predict the best
human pose for a specific location. These methods either focus on street scenes
with limited object categories, e.g. person, car, or indoor scenes with only human
pose joints. Our location-scale prediction deals with a more challenging setting
with general objects from diverse scenes by directly adopting our retrieval model.

3 Method

In this section, we introduce GALA, Geometry-and-Lighting-Aware foreground
object search for compositing. We first formulate the problem and describe train-
ing data generation in Sec. 3.1. Then we present the details of contrastive learning
with self-transformations and the alternating training strategy in Sec. 3.2 and
3.3. Finally, we show how GALA handles non-box scenarios in Sec. 3.4.

3.1 Problem Statement

Given a background image Ib with a bounding box (l, r, w, h), our objective is to
retrieve a set of most compatible foreground object images {If}, so that realistic
composite images can be generated with simple harmonization techniques. Our
framework aims to learn an embedding space so that compatible images are close
to each other in this space and the ranking can be obtained by simply comput-
ing the cosine similarity or euclidean distance. Since foreground and background
images have very different distributions and appearances, we use two different
encoder networks Nb, Nf to generate the embedding features for Ib, If , respec-
tively. During training, the only available annotation is semantic segmentation
mask for each object. We use the mask to crop out the object as If . Then Ib
is generated by applying a rectangle mask on the image covering the whole ob-
ject. Since there is no manual annotation on positive and negative samples, we
consider Ib and If generated from the same image as a positive sample to each
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other, while other image pairs are considered as negative samples. With a hard-
margin triplet loss [3], the optimization can be formulated as argminNb,Nf

Lt,
where

Lt = [S(Nb(Ib), Nf (I
−
f ))− S(Nb(Ib), Nf (I

+
f )) +m]+. (1)

Here S means cosine similarity, and [.]+ denotes the hinge function. m is the
margin for triplet loss and I+f , I−f indicate the positive and negative foreground
objects for a given Ib.

3.2 Contrastive Learning with Self-transformation

The standard loss in Eq. 1 only considers the contrastive information between the
original foreground object and other objects, which mainly focuses on semantic
information. We argue that a Geometry-and-Lighting-aware system should be
able to tell the difference if the foreground object has exactly the same semantics
with different lighting and geometry conditions. We thus perform transformation
on the original positive foreground object so that it can be considered as negative.

As shown in Fig. 2, the transformed foreground objects have very different
lighting or geometry conditions, which do not match with the background image
anymore. We consider the transformed object image Itf as negative and formulate
another triplet loss (Fig. 3):

Lc = [S(Nb(Ib), Nf (I
t
f ))− S(Nb(Ib), Nf (If )) +m]+. (2)

The final loss is given by L = Lt + Lc from Eqs. 1 and 2. In Fig. 2, we show
the pipeline of self transformations. For geometry transformation, we first ap-
ply random homography transformations, then left-right flip is applied with a
50% probability. For lighting transformation, we first find a random background
image and apply Gaussian blur with a large radius, e.g. 100. The blurred map
is then resized with interpolation to the size of foreground object, and masked
with the segmentation mask. Finally, we enhance the variance of the lighting
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Fig. 2: Pipeline of generating lighting and geometry transformations used in con-
trastive learning.
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map with an exponential function so that the largest value of the map is 5. In
this way, we get a non-linear illumination map which highlights a random region
in the object image, and it is multiplied by the original object image to generate
the final transformed image. Although the lighting may not be as realistic as
3D relighting [18], it is enough to be considered as a negative sample with very
different illuminations.
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Fig. 3: Contrastive learning with self-
transformations.

Table 2: Performance of dif-
ferent training strategies on
CAIS.

mAP
Fix Foreground 29.10
Direct Training 17.93
Aug 23.45
Aug + Alternating 31.20

3.3 Alternating Training

We notice that previous works [27,23] generally use pre-trained weights for fore-
ground network Nf and freeze its parameters during training (denoted as “Fix
Foreground”), which means Nf cannot learn from data. Since data augmenta-
tion like left-right flip is adopted for pre-training on ImageNet [4], the feature
would be invariant to the left-right flip, which could change the geometry and
direction of lighting. Therefore, the pre-trained weights are not discriminative to
lighting and geometry changes, which will be further demonstrated in Sec. 4.2.

Edge Pixels

Fig. 4: Imperfect segmentation
mask and edge pixel example.

Fixed Foreground

Tuned Foreground

Query

Fig. 5: An example of poor compatibility on
semantics when training foreground network.

To learn geometry-and-lighting-aware representation, Nf must be learnable.
However, performance drops significantly if Nf and Nb are directly trained with
Eq. 1 (denoted as “Direct Training” in Table 2), partly due to the imperfect seg-
mentation mask, as some annotations (MSCOCO) are based on polygon. When
cropping with an imperfect mask (Fig. 4), some edge pixels of the object are
actually background pixels, which are very likely to be the same as other back-
ground edge pixels. Direct training may optimize the model to match the edge
pixels without compatibility on semantics, as the edge pixel is a very strong cue
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for positive pairs. This issue could be tackled by additional mask augmentations
(denoted as “Aug”) to prevent the model from using such cue. We randomly
erode the foreground mask and extend the background mask so that the cue
becomes random. Examples are included in the supplementary material. “Aug”
significantly improves the performance over direct training.

However, the performance is still much lower than using fixed foreground
network. Another issue is that the foreground object images have very different
appearances and distributions from regular images. And the “Direct Training”
model Nf does not respect semantics very well as compared with using ImageNet

Foreground
Network

Background
Network

……

……

Loss

Background
Network

Loss

Foreground
Network

Stage 1:
Train Background

Gradient

Gradient

Stage 2:
Train Foreground

Fig. 6: The proposed alternating training
strategy.

pre-trained weights. As shown in
Fig. 5, “tuned foreground” retrieves
irrelevant categories for a sidewalk
query, e.g. bottle, car. Our solu-
tion is to alternatively train Nb and
Nf as shown in Fig. 6. Since there
is only one network trained in one
stage, the embedding features of the
trained network will not have much
drift. In this way, our method main-
tains semantic information in fore-
ground feature, while allowing Nf to
learn from data for other factors, i.e.
lighting and geometry.

3.4 Extension to Non-box Scenarios

26
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…
…

Heatmap

Background Candidate Locations

Candidate Scales

Fig. 7: Example of location/scale prediction.

When the user only provides
a background image without
any bounding box, we adopt
the following random seed and
greedy search algorithm to re-
trieve matching foreground ob-
jects. We first sample multiple
random locations. Each location
is assigned with multiple bound-
ing boxes with different aspect ra-
tios and scales. We retrieve fore-
ground objects based on each of
the bounding boxes and re-rank
all the results based on cosine sim-
ilarity. We select the best one as
the default object, then assign an initial bounding box with the same aspect
ratio as the object. The area of the initial box is empirically assigned as 1/25
of the query image. Then we apply k × k grid of locations (Fig. 7) with ini-
tial bounding box to cover the query image in a sliding window manner. By
computing the similarity score between the object and background with all the
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possible boxes, the box with the highest score is considered as the best location.
A location heatmap is generated by interpolating the k × k score matrix to the
size of query image. One can always increase k or apply further refinement with
smaller stride to improve the location. The scale is then selected by applying a
range of scale ratios on the initial box at the best location, as shown in Fig. 7.

4 Experiment

We first conduct experiment on CAIS [26], which is specifically annotated for
compositing-aware search. Then we generate two large-scale datasets based on
Pixabay [1] and Open Images [9] to demonstrate our model’s generalization abil-
ity on open-world setting.
CAIS: The dataset is generated by selecting 8 popular categories from three
datasets, i.e. MS-COCO [16], PASCAL VOC 2012 [5], ADE20K [28]. The train-
ing set has 86, 800 background images, and the original foreground object in each
image is considered as ground-truth. The evaluation set has 80 manually selected
background images and query bounding box to insert objects. About 16 ∼ 140
compatible foreground objects are annotated for each background image.
Pixabay: “pixabay.com” is a stock image website containing tons of high-quality
photos which are perfect for composing. The images are highly diverse, free to
use, and substantial in number. We first collect about 928, 018 images, then apply
object detection [21] and segmentation [12] to generate foreground objects and
background images based on masks. In total, we get 5, 771, 912 foreground ob-
jects and 928, 018 background images. But some objects are not well segmented
or have extremely small size which is not likely to be used for composting. Back-
ground images with overly large box is also not suitable as there is nothing left
to tell what should be here. Therefore we only keep images with high confidence
score (e.g. > 0.6) and proper bounding box size (e.g. box area in 5 ∼ 50% of
the area of whole image). Finally, we get 833, 964 foreground and background
pairs with 914 non-zero categories. They are then randomly split into train-
ing/evaluation set with portion of 90%/10%.
Open Images: Open Images originally contains about 9 million images with
9, 605 trainable classes, thus is perfect for open-world evaluation. Up to 2.8 mil-
lion objects from 350 categories are annotated with segmentation masks. We
originally select 944, 024 images with 2, 686, 666 objects, then apply the same
filtering procedure as Pixabay based on box size only, as the mask is anno-
tated. In total, we keep 1, 374, 344 background and foreground object pairs in
our experiments. They are then randomly split into training/evaluation set with
portion of 90%/10%. Open Images is only used in ablation study.

Implementation Details. We implement our method based on PyTorch [19]
with multiprocessing to support large-scale training and evaluation. The mod-
els are trained on 8 Tesla V100 GPUs. Batch size is 40 per card for training.
Following [27], we use VGG-19 [20] pre-trained on ImageNet [4] as backbone,
as it achieves the best performance among different networks. All foreground
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objects are padded with white pixels as square images. The original object in
background image is covered with rectangle mask with average value. Both fore-
ground and background images are resized to 224 × 224 and normalized with
average value before feed into networks. We use Adam [8] optimizer with learn-
ing rate of 0.00008 based on linear scaling rule [6] of multi-card training. The
margins of Eq. 1, 2 are set as 0.3, 0.1.
Evaluation Metrics For retrieval, we use the most widely used metric mAP
(mean Average Precision) and R@k (Recall@k). We also report mAP-100 which
is the mAP for top 100 retrievals as a fair comparison with constrained meth-
ods, because constrained retrieval methods do not rank object in all categories.
When there is only one ground-truth (the original object) for each background
query, we report R@k as the percentage of background queries whose ground-
truth foreground reference appears in top k retrievals. Although other objects
may also be compatible, the original one should always have a good rank among
all the objects.

4.1 Comparison with Previous Methods

In this section, we compare our method with previous works on CAIS [26] and
Pixabay dataset. [13,23] are infeasible for comparison because they both have
very different settings, and their codes and datasets are not released. More
qualitative results are included in supplementary materials.
CAIS: We compare our method with previous state-of-the-art methods and their
variants in Table 3. “Shape” [26] ranks all the foreground images by comparing
their aspect ratio with the aspect ratio of query bounding box. “RealismCNN”
[29] trains a discriminator to distinguish real/fake composite images by copy-
paste original and irrelevant objects into a background image. The score of the
discriminator measures the realism of each composite, which is used to rank
all the objects. “CFO-C Search” [26] and “CFO-D Search” [26] are two con-
strained search methods evaluated in unconstrained scenarios. “CFO-C Search”
first trains a classifier to specify the category, then apply constrained retrieval
only from this class. The results will be completely wrong if the classification
fails. “CFO-D Search” first apply constrained search to retrieve 100 samples
from each category. Then it adopts the discriminator of “RealismCNN” to re-
rank all these retrievals by compositing with each background. Note that this
is computationally expensive and not scalable if there are hundreds of classes.
“UFO Search” [27] applies the discriminator to generate extra positive samples.

In Table 3, we show the mAP-100 per class and the overall performance.
The proposed method significantly (+5.33%) outperforms previous state-of-the-
art methods on overall performance. It also achieves better performance than
UFO [27] on most of the categories. “CFO-C Search” and “CFO-D Search” may
performs well on two categories, but they are both not scalable, because it is
infeasible to train one model for each category or scan all objects with discrim-
inator for each background on large-scale datasets with hundreds of categories.
The results indicate that geometry and lighting awareness can help the retrieval
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Table 3: Comparison with previous works on CAIS in terms of mAP-100. “†”
denotes constrained methods with multiple models, which are not scalable in
practice.
Method Boat Bottle Car Chair Dog Painting Person Plant Overall

Shape [26] 7.47 1.16 10.40 12.25 12.22 3.89 6.37 8.82 7.82
RealismCNN [29] 12.33 7.19 7.55 1.81 7.58 6.45 1.47 12.74 7.14
†CFO-C Search [26] 57.48 14.24 18.85 21.61 38.01 27.72 47.33 20.20 30.68
†CFO-D Search [26] 55.48 8.93 24.10 18.16 57.82 21.59 27.66 23.13 29.61
UFO Search [27] 59.73 21.12 36.63 19.27 36.51 25.84 27.11 31.19 32.17

Ours 70.58 19.41 40.22 24.17 37.81 28.20 44.72 34.91 37.50

Table 4: Retrieval performance of selected classes in terms of Recall@10 (%) on
Pixabay.

Category

Majority Medium Minority
#samples≈ 5000 #samples≈ 50 #samples< 5

Person Flower Birds Vehicle
Cell Mandarin Christmas Boiled Last 50

Phone Orange Tree Egg Classes

UFO [27] 3.84 8.00 6.74 8.41 5.71 36.36 2.94 6.06 8.00
Ours 19.36 28.55 21.11 26.83 20.00 63.64 20.59 30.30 24.00

in general unconstrained retrieval.

Table 5: Overall retrieval accuracy in
terms of Recall@k (%) on Pixabay.

Method R@1 R@5 R@10 R@1%

UFO [27] 2.04 6.66 10.24 61.76
Ours 7.75 20.13 28.20 85.61

Pixabay: Since none of the previous
works conduct experiments on large-
scale open-world setting, we imple-
ment the state-of-the-art unconstrained
search method (UFO [27]) on Pixabay
and provide detailed comparison. Table
4 shows the Recall@10 on selected cate-
gories in Pixabay. We select 4 majority
and 4 medium classes, with about 5000 and 50 samples per class in evaluation
set (Note that training set is 9 times larger). Then we compute the average
Recall@10 on the last 50 long-tail classes. The proposed method significantly
outperforms UFO [27] on all the classes. We also show the overall R@k on Pix-
abay in Table 5. The proposed method significantly outperforms UFO, which
means the proposed method generalizes well on large-scale open-world setting.

4.2 Ablation Study

Geometry and Lighting Sensitivity: Since our goal is to gain awareness on
geometry and lighting, a good model should be discriminative/sensitive to the
change of geometry and lighting on foreground images. We conduct experiment
on Pixabay [1] and Open Images [9] to verify this point. We randomly select
2, 000 foregrounds along with their corresponding background images. Then for
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Table 6: Evaluation of sensitivity (discriminative ability) to lighting and geom-
etry transformation. The “sensitivity” denotes the squared L2 distance between
the normalized embedding of original and transformed foreground images.

Ablation
Lighting Geometry

Sensitivity(↑) R@5 R@10 R@15 Sensitivity(↑) R@5 R@10 R@15

Pixabay

UFO [27] 0.27 53.70 67.90 75.50 0.39 58.25 69.90 77.95
Baseline 0.27 53.40 67.30 75.35 0.39 58.10 69.70 77.65
No Contrastive 0.51 55.60 70.70 79.70 0.72 61.30 74.30 82.75
Overall 0.57 60.55 74.70 82.85 1.12 98.55 99.45 99.70

Open Images

Baseline 0.24 51.70 65.45 74.60 0.40 60.10 71.80 78.45
No Contrastive 0.53 54.80 71.55 80.10 0.98 71.70 82.60 89.10
Overall 0.56 59.35 73.90 81.80 1.58 99.50 99.75 99.90

each foreground, we use the geometry and lighting transformations in Sec. 3.2
to generate transformed image. In total, we generate 100 transformed images
for each foreground image, 50/50 for geometry/lighting transformation. Then
we rank the original one along with the 50 geometry or lighting transformed
images to compute the Recall@k in Table 6. We also measure the discriminative
ability as the sensitivity to these transformations, i.e. the square euclidean dis-
tance between normalized embedding features of the original and transformed
foregrounds. With L2 normalization, the square euclidean distance is d = 2−2s,
where s is the cosine similarity. Therefore higher sensitivity value means larger
distance between the features of original and transformed objects, thus indicates
stronger ability on distinguishing geometry or lighting transformations.

In Table 6, the overall proposed method has much higher sensitivity to

Fig. 8: Qualitative comparison on Pixabay and Open Images. Each of the four
examples contains three rows of retrieval results, corresponding to: “Baseline”
(1st row), “No Contrastive” (2nd row), “Overall” model (3rd row).
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both geometry and lighting transformations for both datasets. UFO [27] and
“Baseline” both use fixed foreground features, thus have a low sensitivity. “No
Contrastive” removes the proposed contrastive transformation but keeps the al-
ternating training, which has a lower sensitivity and retrieval performance than
“Overall”, but better than “Baseline”. The results demonstrate the effectiveness
of both alternating training and contrastive learning on improving discriminative
ability. We also show qualitative results of our ablations in Fig. 8 with diverse
scenes, viewpoints and lighting. Our overall method better respects the geome-
try and lighting than baseline methods.

Table 7: Ablation study on components.

Ablations mAP mAP-100

Direct Training 17.93 24.02
Aug 23.45 31.78
Fix+Aug 28.65 30.33
No Alternating 29.99 32.13
No Contrastive 31.20 36.30

Overall 32.67 37.50

Components Ablations: We con-
duct detailed ablation study on CAIS
to show the effectiveness of each com-
ponent. “Direct Training” mean di-
rectly training two networks with loss
in Eq. 1. “Aug” denotes direct train-
ing along with mask augmentations in
Sec. 3.3 to prevent the model from
overfitting on edge pixels. “Fix+Aug”
is also used as “Baseline” in other ta-
bles. It uses a fixed foreground net-
work with mask augmentations. Our “Overall” method adopt both alternating
training and contrastive learning with mask augmentations. “No Alternating”
removes alternating training from “Overall”, and “No Contrastive” removes the
contrastive learning loss in Eq. 2. As shown in Table 7, “Overall” performs the
best among all the ablations, indicating the effectiveness of each component.

Table 8: Ablation study on different
alternating training strategies.

Ablations mAP mAP-100

Zero Round 28.65 30.33
One Round 31.20 36.30
Two Rounds 30.35 36.22
Reverse Order 28.82 36.14

Table 9: Ablation study on different
transformations.

Ablations mAP mAP-100

No Contrastive 31.20 36.30
Geometry 32.11 36.68
Geometry+Color 30.80 35.06
Geometry+Lighting 32.67 37.50

Training Strategy Ablations: We conduct ablation study on different alter-
nating training strategies and select the best strategy for our overall method. All
these ablations adopt mask augmentations without using contrastive learning.
“Zero Round” means no alternating training, which is equivalent to the “Base-
line”. “One Round” (argminNb

L, then argminNf
L) trains foreground network

after the background network is trained. “Two Round” trains the background
network for another round based on the “One Round” model. “Reverse Order”
(argminNf

L, then argminNb
L) first trains the foreground network, then trains

the background network. Table 8 shows that “One Round” strategy performs
the best among all the strategies, indicating that training more rounds is not
beneficial. We thus use one round for our overall method.
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Transformation Ablations: To show the effectiveness of each transforma-
tion, we train our method with different transformations in contrastive learning.
“No Contrastive” removes contrastive learning loss in Eq. 2. “Geometry” only
adopts geometry transformation in Fig. 2, and “Geometry+Lighting” means
each foreground is applied with both transformations. “Geometry+Color” uses
linear color jittering instead of our non-linear lighting transformation on the top
of “Geometry”. In Table 9, the “Geometry+Lighting” outperforms other abla-
tions, indicating that both transformations are necessary in our framework, and
linear color jittering does not well simulate lighting changes.

4.3 Location and Scale Prediction

Since CAIS has annotated bounding boxes on intact background images, we eval-
uate our location and scale prediction method based on these boxes for non-box
scenarios. We compare the proposed method with random strategy and “Base-
line” model. For each background image, we randomly select 5 of its annotated
compatible foregrounds for evaluation and compute the average value to report.
Qualitative results are included in supplementary material.

For location prediction, given a background along with its annotated fore-
ground object, we first apply 10 grid search with sliding window method in Sec.
3.4. To evaluate location and scale separately, the scale here is fixed as the scale of
annotated box. Then bilinear interpolation is adopted to generate the heapmap,
as shown in Fig. 9. The heapmap value is then normalized with the maximum
and minimal value in the grid matrix, so that all values are in [0, 1]. Higher value
means the model assigns high compatibility on the corresponding location. Note
that the annotated box location may not be the only good location, other boxes
with zero IOU (Intersection Over Union) can also have compatible locations, e.g.
all the non-occluded locations on the wall in Fig. 9. However, the ground-truth
location should always have a good compatibility score as compared with scores
of other locations. Therefore, we compute the similarity score on the annotated
location and normalize it with the same normalization factors as the heatmap.
A good location prediction model should give a high normalized similarity (NS)
on the annotated locations. For “Random” strategy, the normalized similarity is
randomly selected in [0, 1] since the heatmap is random.

For scale prediction, given a background along with its annotated foreground

26

Foreground Annotated BoxOur HeapmapRandom HeapmapBackground

Fig. 9: Example heatmaps for location prediction evaluation.
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Table 10: Evaluation on location and scale prediction. NS (normalized similarity)
denotes the cosine similarity of the ground truth location normalized by the
maximum and minimum similarity of the other sliding window locations.

Method
Location Scale

NS > 0.99 NS > 0.95 NS > 0.9 IOU > 0.9 IOU > 0.75 IOU > 0.5

Random 5.50 9.25 12.25 4.25 14.50 38.25
Baseline 15.25 25.25 38.25 5.75 19.75 48.50
Ours 22.25 31.50 39.00 6.75 24.25 51.75

object, all methods use the annotated ground-truth locations as the center of
the box. With a fixed initial size with 1/25 area of the whole background image,
we assign 9 different scales by scale = 1.2k−4, k = 0, 1, ..., 8. The box size is then
multiplied by the scale to get 9 candidate boxes. “Random” strategy selects one
scale randomly, while the other two methods use the similarities between the
background with boxes and the foreground to rank all the scales. We then com-
pute the IOU between the predicted box and the annotated box.

As shown in Table 10, we report the percentage of correct predictions with
different thresholds on two evaluation metrics, i.e. NS and IOU. Our method per-
forms the best on both location and scale prediction, indicating the superiority
of the proposed method on non-box scenarios.

5 Limitations and Potential Social Impact

Current framework only uses 2D transform for contrastive learning, which is ef-
ficient and scalable, but not as accurate as 3D transform. This limitation could
be addressed in the future by adopting 3D transform as better pre-processing
w/o changing the proposed learning framework. Another limitation is that the
search space is currently bounded by the gallery, and hence there may not be
any perfectly compatible object images in the database even with the large-scale
open-world database setting we adopt in our work. One solution is to augment
the search space by allowing transformation of objects in the database.

Retrieval-based compositing could be indirectly used to generate fake im-
ages, but we can make sure all the gallery object images do not have ethical or
privacy issues. Also, fake images usually have incompatible geometry or lighting
conditions which can be detected using our model.

6 Conclusion

We propose a novel unconstrained foreground search method for compositing
(GALA), as the first to learn geometry-and-lighting awareness from large-scale
data for real-world scenarios. GALA achieves state-of-the-art results on CAIS
and Pixabay dataset. It also tackles non-box scenarios by automatic location-
scale prediction, which is not explored by previous works.
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