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Abstract. Scene flow estimation, which extracts point-wise motion be-
tween scenes, is becoming a crucial task in many computer vision tasks.
However, all of the existing estimation methods utilize only the unidi-
rectional features, restricting the accuracy and generality. This paper
presents a novel scene flow estimation architecture using bidirectional
flow embedding layers. The proposed bidirectional layer learns features
along both forward and backward directions, enhancing the estimation
performance. In addition, hierarchical feature extraction and warping
improve the performance and reduce computational overhead. Experi-
mental results show that the proposed architecture achieved a new state-
of-the-art record by outperforming other approaches with large margin
in both FlyingThings3D and KITTI benchmarks. Codes are available at
https://github.com/cwc1260/BiFlow.
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1 Introduction

A scene flow estimation task is to capture the point-wise motion from two consec-
utive frames. As it provides the fundamental low-level information of dynamic
scenes, it has become an essential step in various high-level computer vision
tasks including object detection and motion segmentation. Therefore, accurate
scene flow estimation is crucial for perceiving dynamic environment in real-world
applications such as autonomous driving and robot navigation [42, 16].

Early scene flow estimation approaches employed RGB images as an input.
However, due to the increasing applications of LiDAR sensors that can capture
dynamic scenes in the form of three-dimensional (3D) point clouds, scene flow
estimation using point cloud has been actively studied. FlowNet3D [21] proposed
the first point cloud based estimation model using the hierarchical architecture
of PointNet-++ [32]. Based on this scheme, several studies [37,9] proposed the
multi-scale correlation propagation structure for more accurate estimation. Re-
cently, PointPWC [46] significantly improved the estimation performance using
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Fig. 1. lllustration of the bidirectional learning for scene flow estimation. The features
extracted from each input frame are propagated bidirectionally for generating aug-
mented feature representations that benefit scene flow estimation. The estimated scene
flows are warped with the source frame for a clear comparison with the target frame.

regression of multi-scale flows in a coarse-to-fine manner. Another study [30] pro-
posed integration of an optimal transport-solving module in a neural network
for estimating scene flow.

All of these existing methods utilized only the unidirectional feature propa-
gation (i.e., propagating source point features to target points) for calculating
flow correlations. Meanwhile, various models for natural language processing
(NLP) tasks [33,8,6,18] showed that the bidirectionally-learned features can
significantly improve the performance due to their strong contextual informa-
tion. Since scene flow estimation is also a temporal sequence processing task,
bidirectional learning can boost the estimation performance. Bidirectional con-
figuration has already proved its effectiveness on optical flow estimation, which
is similar representation as scene flow estimation [11,43,14,12,20]. However,
to the best of our knowledge, there is no prior work that utilized bidirectional
learning for the estimation of scene flow in the 3D space.

Based on this motivation, we propose Bi-PointFlowNet, a novel bidirectional
architecture for point cloud based scene flow estimation. As shown in Fig. 1,
the bidirectional correlations can be learned by forward-propagation from the
source features and backward-propagation from the target features. Therefore,
each frame contains knowledge from the other, allowing the features to pro-
duce stronger correlations. In addition, the proposed Bi-PointFlowNet adopts
the coarse-to-fine method for multi-scale bidirectional correlation extraction.

We evaluated the proposed model on two challenging benchmarks, the Fly-
ingThings3D [23] and KITTI [26] datasets, under both occluded and non-occluded
conditions. On the FlyingThings3D dataset, Bi-PointFlowNet outperforms all
existing methods with more than 44% and 32% of estimation error reduction on
the non-occluded cases and the occluded cases, respectively. To evaluate gener-
alization performance, we trained the models on the synthetic (FlyingThings3D)
dataset and evaluated on the real-world LiDAR scan (KITTI Scene Flow 2015)
dataset without fine-tuning. Compared to the existing approaches, the results
show that Bi-PointFlowNet achieves improved generality with 44% and 21%
lower error on the the non-occluded and occluded cases, respectively. Our Bi-
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PointFlowNet also showed better time efficiency while maintaining high accu-
racy.
The key contributions of this paper are summarized as follows:

— We are the first to apply the bidirectional learning architecture used for a
3D scene flow estimation task based on point cloud. The model can extract
bidirectional correlations that significantly improve flow estimation perfor-
mance.

— We propose a decomposed form of the bidirectional layer that optimizes the
computation count for accelerated bidirectional correlations extraction.

— The proposed model achieves the state-of-the-art performance and generality
on the synthetic FlyingThings3D and real-world KITTI benchmarks in both
occluded and non-occluded conditions.

2 Related Work

2.1 Scene Flow Estimation

The 3D scene flow, first introduced by [39], represents a dense 3D motion vec-
tor field for each point on every surface in the scene. Early dense scene flow
estimation approaches [10, 38,29, 44, 3, 25,23, 40] used stereo RGB images as an
input. With the rapid development of 3D sensors and the emergence of point
cloud based networks [31, 45, 32], a line of studies proposed estimating the scene
flow using the raw 3D point clouds. FlowNet3D [21] was the first study that
estimated the scene flow from two raw point cloud frames through a deep neural
network. However, the performance of FlowNet3D was restricted by its single
flow correlation. To address this drawback, Gu et al. proposed HPLFlownet [9]
that captures multi-scale correlations using a bilateral convolutional layer [13,
34]. PointPWC-Net [46] further improved the performance and efficiency by hi-
erarchically regressing scene flow in a coarse-to-fine manner. There are several
other approaches that leveraged the all-to-all correlation, including FLOT [30]
that learns the all-to-all correlation by solving an optimal transport problem,
and FlowStep3D [16] that iteratively aligns point clouds based on the iterative
closest point (ICP) algorithm [5,2]. However, learning an all-to-all correlation
matrix is computationally inefficient when the input point clouds contain a large
number of points.

Our Bi-PointFlowNet is inspired by these point cloud based methods. It also
adopts the coarse-to-fine architecture to capture the multi-level correlation and
to reduce computational overhead. However, the proposed method is different
from the existing models as it utilizes bidirectional learning, which collects the
contextual information from both source and target features for more accurate
estimation.

2.2 Bidirectional Models

The bidirectional models aim to extract features based on both the current and
future states. They are able to capture strong contextual information with future
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Fig. 2. Architecture of Bi-PointFlowNet for scene flow estimation. (UP stands for an
upsampling layer. BFE&FP stand for a bidirectional flow embedding layer and a flow
prediction layer. They are visualized in the same block for a clear representation.) First,
we feed two consecutive input point frames into the shared hierarchical feature extrac-
tion module for multilevel feature extraction. Then the upsampling layers propagate
features from high levels to low levels and the warping operations are directly applied
upon the upsampled points. After each upsampling layer, a bidirectional flow embed-
ding layer is adopted for bidirectional feature (forward feature and backward features)
propagation and flow embedding generation. The flow embeddings are immediately fed
into the flow prediction layer for scene flow regression according to the current level.
The figure is best viewed in color.

knowledge, which is helpful for many time-sequence processing tasks such as nat-
ural language processing (NLP). The bidirectional model was first proposed in
a bidirectional RNN (BRNN) [33] that learns sequence representations forward
and backward through two separate networks. Subsequently, a more powerful
structure called bidirectional long short-term memory (BiLSTM) [8] was pro-
posed and successfully applied in frame-wise phoneme classification. Based on
these fundamental studies, various approaches [1,49, 28, 24] have been actively
explored. In recent years, the bidirectional encoder representation transformer
(BERT) [6] and its variants [22, 17] have achieved overwhelming performance in
various applications including language understanding [48, 18, 47].

Recently, a series of studies showed that 2D optical flow estimation can also
benefit from bidirectional learning, because optical flow estimation is a type
of time series-based task as well. MirrorFlow [11] reused a symmetric optical
flow algorithm bidirectionally to extract forward and backward optical flows,
which are then constrained by the bidirectional motion and occlusion consistency.
Similarly, Wang et al. [43] also proposed an approach that generates bidirectional
optical flows but by reusing a neural network. In addition, Janai et al. [14]
proposed a method that extracts bidirectional optical flows in a coarse-to-fine
manner based on a pyramid structure. Based on the bidirectional models, Hur
et al. [12] implemented an architecture that iteratively refines the optical flow
estimation by using the previous output.
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However, bidirectional learning has not been yet explored in 3D scene flow
estimation. To the best of our knowledge, we propose the first bidirectional model
for scene flow estimation based on 3D point cloud. Different from 2D optical flow
estimation methods, our proposed model does not reuse an unidirectional flow
estimator nor explicitly generate both forward and backward flows. Instead,
we only implicitly encode bidirectional features like BRNN and fuse them for
only forward flow estimation. Consequently, the model can eliminate redundant
computations.

3 Problem Statement

Scene flow estimation using a point cloud is to estimate a 3D point-wise motion
field in a dynamic scene. The inputs are two consecutive point cloud frames, the
source frame S = {p; = (x4, fi)};L, and target frame T = {q; = (y;,9;)}}L1,
where each point consists of a 3D coordinate z;,y; € R?® and its corresponding
feature f;,g; € R°. The outputs are 3D motion field vectors V = {v; € R3}Y,
that represent the point-wise non-rigid transformation from the source frame
toward the target frame. Our goal is to estimate the best non-rigid transforma-
tion V that represents the best alignment from the source frame towards the
target frame. Note that N and M denote the number of points in the source
and target frame, respectively. However, N and M are not required to be equal
because of sparsity and occlusion in a point cloud. Therefore, learning the hard
correspondence between the two frames is not feasible. Instead, we directly learn
the flow vector for each point in the source frame, as in the most of the recent
methods [21, 46, 30,9, 16, 19].

4 Bi-PointFlowNet

The proposed Bi-PointFlowNet estimates scene flow using a hierarchical archi-
tecture with bidirectional flow embedding extraction. The network accepts two
consecutive point cloud frames S and T" as an input. The output of the network is
the estimated scene flow vectors V. As shown in Fig. 2, Bi-PointFlowNet consists
of four components. First, a hierarchical feature extractor extracts multi-level
local features in both input frames. Second, novel bidirectional flow embedding
layers are applied at different upsampled levels for multi-level bidirectional corre-
lation extraction. Third, upsampling and warping layers propagate features from
higher levels to lower levels. Finally, the flow predictor aggregates bidirectional
correlations and propagated features to obtain the flow estimation for each level.

4.1 Hierarchical Feature Extraction

To extract informative features from point clouds more efficiently and effectively,
we adopt the hierarchical feature extraction scheme commonly used in point
cloud processing [32,45]. Feature extractions proceed in L levels for generating
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Fig. 3. Bidirectional feature propagation in the novel Bidirectional Flow Embedding
layer. Each point first groups the nearest neighbors from the other point cloud forming
a local region. (Forward grouping: a source point groups points from the target points.
Backward grouping: a target point groups points from the source points.) Each point
in the local region is then concatenated with its own local features propagated from
previous feature upsampling. Finally, a PointNet layer with shared parameters accepts
the local regions as input and updates the bidirectional augmented features for each
point.

hierarchical features from dense to sparse. At each level [, dense input points
and their corresponding features are first subsampled through the furthest point
sampling, which forms a sparse point set. Then, the k-nearest neighbor is used
to locally group dense points around every subsampled sparse point. Finally, a
Pointconv [45] layer aggregates the features and coordinates from the grouped
local points, and generates the local feature for each subsampled point.

4.2 Bidirectional Flow Embedding

Unlike conventional correlation extraction that uses only unidirectional features
between two consecutive frames, we propose a novel bidirectional flow embedding
(BFE) layer that provides rich contextual information. The BFE layer first gen-
erates bidirectional augmented feature representations through a bidirectional
feature propagation (BFP) module, as shown in Fig. 3. Then, a conventional
flow embedding (FE) layer is followed to extract correlation embeddings for flow
regression.

Let the inputs to the BFP module be P and @, where P C S and Q C T
are the subsampled points. For each point p; € P in the target frame, the BFP
module first collects the nearest points from the source frame that forms the
group Ng{p;}. Likewise, the BFP module collects points from the target frame
for each point ¢; € @ in the source frame that forms group Np{g;}. Subsequently,
the points p;, ¢; and their groups No{p;} , Np{qg;} are simultaneously processed
by a shared PointNet [31,32] layer to generate the bidirectionally-augmented
point representations. Thus, the bidirectional-augmented point features, which
are backward augmented feature f; for p; and forward augmented feature g; for
qj, are respectively represented as:
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where MLP and MAX denote the shared MLP and maxpooling layer of the

learned PointNet, respectively, and ‘[, -]’ denotes the channel concatenation op-
erator.

Since the output estimation are only forward directed, a normal unidirec-
tional flow embedding (FE) correlation layer captures correlations from the
source bidirectionally-augmented points to the target bidirectionally-augmented
points after the BFP. We name the correlation as the bidirectional flow embed-
ding, because they are extracted from the bidirectional features. Note that, the
generated augmented points are also fed to the subsequent upsampling layer for
hierarchical feature propagation, which will be elaborated in Sec. 4.4.

4.3 Decomposed Form of Bidirectional Flow Embedding

The aforementioned BFE layer directly follows the standard procedure (i.e.
grouping — concatenation — MLP — max-pooling) to fuse the local infor-
mation, as presented in [32]. However, this procedure requires a large number of
operations as it should be executed for each point of the input point cloud. Let
the inputs to the BFE module be P = {(z;, f;) € R3*C}N | and Q = {(y;,9;) €
R3+C}§w:,1, and the number of grouping points to be K. For convenient analy-

sis, we assume a one-layer MLP whose weights are W € RBHC+O)xC’ Then,
(3+ C + C) x C" MLP computations are required for (N’ + M') x K times.
Therefore, the total operation count of BFE is (N'+M')x K x (3+C+C) x C".
However, as the total number of input points is (N’ + M’), every K neighbor
points are grouped into (N’ 4+ M") groups and then calculated by the MLP. Thus,
at least (N’ + M’) x (K — 1) MLP operations are repeatedly calculated.

To optimize this redundancy, we propose a decomposed form of BFE. First,
we decompose the MLP weights W into three sub-weights: the weights for local
position encoding W, € R3XC,, the weights for the bidirectional propagated
feature W), € RE*C" and the weights for the replicated feature W, € RE*C"
Wy and W, are performed at both P and @ before grouping, thus forming
transformed features Wy fi, Wyg;, W, f; and W,.g;. These transformed features
and their corresponding coordinates are then supplied for grouping. Afterwards,
only W, is used for transformation of the grouped local coordinates. Finally,
we simply add the transformed local coordinates with the transformed features
together and apply the activation function. Therefore, Equation 1 and 2 can be
transformed as:

’

P = MAX CTW m — Tj +W m+Wri7 3
! (Ym s Wogm)ENg{pi=(x:, W, fi)} ( p(y ) v f) ( )
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where o represents the activation function. Thus, computing W, W,. at P, Q only
requires (N'+ M') x (C'+ C) x C' operations, while local coordinate transforma-
tion requires (N’ +M’) x (K x 3) x C' operations. As a result, the total computa-
tions count of decomposed BFE is reduced to (N'+M') x (K x3+C+C) x C".

4.4 Upsampling and Warping

The upsampling (UP) layer can propagate features (including flows, local fea-
tures, and bidirectional augmented points) from sparse levels to dense levels. To
reduce the computational cost, we adopt the 3D interpolation using the inverse-
distance weighted function based on the k nearest neighbors. Let {(acé, f]l)}j\f:l1

denotes the coordinates and features from a high level, and {2} {V:’{ " denotes
the coordinates from a low level through a super link, where N'~! and N! are
the number of points and N'~! > N'. The interpolated feature of a dense point
{x} is defined as:

o1 g wlega D)
D SRR

where w(mé,xé_l) = 1/Hx§ — 2!7|2, and k = 3 by default.

The upsampled scene flows are immediately accumulated to the source frame
in order to obtain a frame closer to the corresponding target frame through a
warping layer. This process can be simply denoted as z!, = ! + o' for each
source point ! from the I-th level, where v* denotes an upsampled flow vector.
Through warping, the warped points gradually become close to the target frame.
Thus, the subsequent BFE layer can easily group more valuable points with high
semantic similarity that can promote more accurate flow estimation. In addition,
accurate flow estimation of the current level also enhances warping at the next
level.

; ()

4.5 Scene Flow Prediction

We implement a scene flow predictor in order to regress the scene flow vector. For
each level, the inputs are the upsampled flows and features from the upsampling
layer, and bidirectional flow embeddings from the BFE layer. First, the predictor
uses a Pointconv to produce smooth features by locally fusing these features and
flows around each warped source point. Subsequently, a MLP transforms the
smooth high-dimensional features into 3-dimensional scene flow vectors for all
points. Since the predictor only focuses on a small region around each warped
source point, the outputs from the last MLP layer are point-wise flow residuals, as
in [41, 27]. Afterwards, the residuals are further accumulated with the upsampled
flows forming the output flow estimation for the current level.
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4.6 Loss Function

The training process adopts the multi-level supervision manner used in previous
studies for optical flow estimation [7,35] and scene flow estimation [42,46]. At

each level, the estimated flows are supervised by the L2 loss. Let {vf}f\ﬁl denote

the scene flow vectors estimated from the I-th level and {&! }f\! 1 denote the ground
truth scene flow vectors of the I-th level. The training loss is defined as:

L—1 N!

L=3 o o} —villz, (6)
=0 1

1=

where o is the weight of the loss function at level . The weights are set to be
a® =0.16, a! = 0.08, a? = 0.04, a® = 0.02 by default.

5 Experiments

5.1 Experimental Settings

We conducted experiments on an NVIDIA TITAN RTX GPU with PyTorch. As
shown in Fig. 2, we implemented a hierarchical model with L = 4 levels. We used
N = M = 8,192 points as inputs. The numbers of subsampled points of each
level are defined as N = 2,048, N? = 512, N3 = 256, and N* = 64. As in the
previous methods, we first trained and evaluated networks on the synthetic Fly-
ingThings3D [23] dataset (Sec. 5.3). Then, to validate the generalization ability,
the trained model was directly evaluated on the real-world KITTI Scene Flow
2015 [26] dataset without any fine-tuning (Sec. 5.4).

5.2 Evaluation Metrics

For a fair comparison, we adopted the same evaluation metrics as used in recent
works [9, 46, 30, 16, 19].

— EPE3Dy,; (m): the main evaluation metric measuring end-point-error
|9 — vt||o averaged over all point.

— EPE3D (m): the main evaluation metric measuring end-point-error |9} —
vl||2 averaged each non-occluded point.

— ACC3DS: the percentage of points whose EPE3D < 0.05m or relative error
< 5%.

— ACC3DR: the percentage of points whose EPE3D < 0.1m or relative error
< 10%.

— Outliers3D: the percentage of points whose EPE3D > 0.3m or relative error
> 10%.

— EPE2D (px): 2D end-point-error measured by projecting points back to
the 2D image plane, which is a common metric for optical flow evaluation.

— ACC2D: the percentage of points whose EPE2D < 3px or relative error <
5%.
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EPE3D ACC3D ACC3D Outliers|EPE2D ACC
(m)l St Rt 3D [(po)l 2D1
FlowNet3D [21]] 0.113 0.412 0.771 0.602 | 5.974 0.569
HPLFlowNet [9]| 0.080 0.614 0.855 0.429 | 4.672 0.676
PointPWC [46] | 0.059 0.738  0.928  0.342 | 3.239 0.799
FT3D,| FLOT [30] | 0.052 0.732 0927 0357 | - -
HCRF-Flow [19]| 0.048 0.835 0.950 0.261 | 2.565 0.870
FlowStep3D [16]| 0.045 0.816 0.961 0216 | - -

Ours 0.028 0.918 0.978 0.143 | 1.582 0.929
FlowNet3D [21]] 0.177 0.374 0.668 0.527 | 7.214 0.509
HPLFlowNet [9]| 0.117 0.478 0.778 0.410 | 4.805 0.593
PointPWC [46] | 0.069 0.728  0.888 0.265 | 1.902 0.866
KITTI,| FLOT [30] | 0.056 0.755 0.908 0.242 | - -
HCRF-Flow [19]| 0.053 0.863 0.944 0.179 | 2.070 0.865
FlowStep3D [16]| 0.054 0.805 0.925 0.149 | - -

Ours 0.030 0.920 0.960 0.141 | 1.056 0.949

Dataset Method

Table 1. Comparison of the proposed method with previous state-of-the-art methods
on the non-occluded FT3D, and KITTI; datasets. All methods are trained only on the
FT3D, dataset.

] EPE3D t.:|EPE3D ACC3D ACC3D Outliers
Dataset Method (m) | (m), St R 1 3D |
FlowNet3D [21] 0.211 0.157 0.228 0.582 0.804
HPLFlowNet [9] 0.201 0.168 0.262 0.574 0.812
FT3D FLOT [30] 0.250 0.153 0.396 0.660 0.662
° PointPWC [46] 0.195 0.155 0416 0.699 0.638
OGSFNet [27] 0.163 0.121 0.551 0.776  0.518
RAFT-3D (16 iters) [36] - 0.064 0.837 0802 -
Ours 0.102 0.073 0.791 0.896 0.274
FlowNet3D [21] 0.183 - 0.098 0.394 0.799
HPLFlowNet [9] 0.343 - 0.103 0.386 0.814
FLOT [30] 0.130 - 0.278  0.667  0.529
KITTIL, PointPWC [46] 0.118 - 0.403 0.757  0.496
OGSFNet [27] 0.075 - 0.706  0.869 0.327
Ours 0.065 - 0.769 0.906 0.264

Table 2. Comparison of the proposed method with previous state-of-the-art methods
on the occluded FT3D, and KITTI, datasets. All methods are trained only on the
FT3D, dataset.

5.3 Training and Evaluation on FlyingThings3D

FlyingThing3D [23] is a synthetic dataset composed of 19,640 pairs of frames for
training and 3,824 pairs of frames for testing. Each frame consists of stereo and
RGB-D images rendered from scenes with multiple moving objects sampled from
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ShapeNet [4] dataset. We trained and evaluated our proposed model based on
two versions of datasets prepared by different pre-processing methodologies. The
first version is FT3Dg, which removes the occluded points after transforming
the image data into points, as suggested in [9, 46, 30, 16]. The second version,
FT3D, introduced by [21, 30, 27], remains the occluded points. The input points
of N = 8,192 are randomly sampled from each frame with non-correspondence.
For training, we used the Adam optimizer [15] with betal = 0.9, beta2 =
0.999, and starting learning rate @ = 0.0001. The learning rate is reduced by
half every 80 epochs. We trained the model for 560 epochs.
Results. We report the performance of the proposed model compared to other
state-of-the-art approaches [21,9, 46, 30, 16, 27]. On the non-occluded FlyingTh-
ings3D dataset, the proposed Bi-PointFlowNet achieved a new state-of-the-art
record on all evaluation metrics based on point cloud, as shown in Table 1. It
outperformed all recent state-of-the-art methods with more than 44% reduction
of estimation error. When compared to the similar coarse-to-fine Point PWC [46],
our model achieved an error reduction of 52%. On the other hand, Table 2 also
shows remarkable performance of our work when handling occluded data. Our
Bi-PointFlowNet improved the state-of-the-art performance by 32%. In addi-
tion, we also compared our method with RGB-D image-based RAFT-3D [36].
Table 2 shows that our method achieved comparable performance than Raft-3D
with 16 iterations. Although our method did not achieve better EPE3D and
ACC3DS, it outperformed Raft-3D for the ACC3DR metric. Despite a minor in-
crease in errors, we report that our model requires significant less computation
(13.3GFLOPs) and parameter size (7.9M) than RAFT-3D (329GFLOPs, 45M),
making it more applicable to time-sensitive low-power applications. According
to [36], we expect that RAFT-3D having similar computation to ours with less
iteration will yield much worse accuracy than ours.

5.4 Generalization on KITTI

In order to evaluate the generalization ability of Bi-PointFlowNet to real-world
data, we followed the same evaluation strategy as in the recent studies [21,9, 46,
30,16, 27]. We directly tested the trained model on the real-world KITTI [26]
dataset without fine-tuning. The KITTI dataset contains 200 training and 200
testing sets. However, due to unprovided disparities in the testing set and in parts
of the training set, we used 142 scenes (non-occluded) and 150 scenes (occluded)
from the training set with available raw point clouds. For fair comparison of
our method with the previous approaches [21,9,46, 30, 16, 27], we followed the
common step that removes ground points by height < 0.3 m. According to the
preparation of the FlyingThings3D dataset, both the non-occluded KITTI; and
occluded KITTI, datasets are created.

Results. The generalization results on KITTIg and KITTI, are listed in Table
1 and 2, respectively. Our method significantly outperforms other methods on
all metrics by a large margin. Table 1 represents that the model outperforms the
previous state-of-the-art method by 44% on the main EPE3D metric. Compared
with previous coarse-to-fine network, PointPWC-Net [46], our method achieves
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Fig. 4. Qualitative results of Bi-PointFlowNet on the non-occluded KITTI, dataset.
Points are colored to indicate points as from source frame, target frame, unidirectional
PointPWCNet estimated points (source frame + scene flow) or as bidirectional Bi-
PointFlowNet estimated points (source frame + scene ﬁow).

56% error reduction. Meanwhile, Table 2 shows that our model outperforms
the previous state-of-the-art method by 21% of error reduction. In addition, we
present the qualitative results on the non-occluded cases of the KITTI; dataset
in Fig. 4. The results show that our Bi-PointFlowNet reduced the estimation
error for all points compared to the unidirectional coarse-to-fine PointPWC-
Net. Furthermore, Bi-PointFlowNet is able to keep more accurate surface and
contour details than PointPWC-Net (marked in the yellow circles in Fig. 4).

5.5 Ablation Study

Ablation of the bidirectional flow embedding layer. As described in Sec.
4.2, the key component of the proposed bidirectional flow embedding layer is
the bidirectional feature propagation module, which is followed by the conven-
tional unidirectional flow embedding layer. To evaluate the contribution of BFP,
we implemented an ablation model that removes the BFP module resulting in a
unidirectional network. We compare the performance of this ablation model with
our proposed full model in Table 3. The results show that the proposed BFP
module significantly improved the performance on all metrics with a large mar-
gin. Especially, the EPE3D error of the generality test on the KITTI, dataset was
reduced by 43%, which shows important implications in the real-world applica-
tions. In addition, the ablation model without BFP and original PointPWC-Net
are both coarse-to-fine architectures. However, due to the introduction of the
residual in the flow predictor, the ablation model still outperformed PointPWC-
Net, according to Table 1 and 3.

Ablation of the decomposed form for BFE. We performed two compar-
ative experiments to evaluate the effectiveness and efficiency of the proposed
decomposed form of BFE. The one is Bi-PointFlowNet with original BFE (Sec.
4.2) and the other one is the model with the decomposed BFE (Sec. 4.3). Table 4
shows that the model using the decomposed form significantly reduces the total
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EPE3D ACC3D ACC3D Outliers| EPE2D ACC

Dataset| BFP (m) | S 4 R 1 3D} | (px) |} 2D 1

FT3D. | X 0.042 0.836 0962 0.263 | 2.270 0.882
°l v/ |0.028 0.918 0.978 0.143 | 1.582 0.929
KITTL, x | 0.0563 0.858 0.930 0.194 | 1.894 0.880
v/ 10.030 0.920 0.960 0.141 | 1.056 0.949

Table 3. Ablation of the bidirectional flow embedding layer. BFP indicates whether
the BFP module is used. All methods are trained only on the FlyingThings3D dataset.

EPE3D ACC3D ACC3D Outliers|EPE2D ACC Runtime
Dataset|Decomp. (m) | S+ Rt 3D 4 | (px) 4 2D 1 GFLOPs (ms)
FT3D X 0.029 0917 0977 0.142 | 1.633 0.928 23.8 61.2

® Vv 0.028 0.918 0.978 0.143 | 1.582 0.929| 13.3 40.5
KITTI X 0.030 0.925 0.965 0.133 | 1.079 0.951| 23.8 61.2
® Vv 0.030 0.920 0.960 0.141 | 1.056 0.949| 13.3 40.5

Table 4. Ablation of the decomposed form of the bidirectional flow embedding layer.
Decomp. indicates whether using decomposed form of BFE. GFLOPs indicates the
total operation count. All methods are trained only on the FT3D, dataset.

Model FT3D KITTI Param
EPE3D (m) EPE3D (m) size (M)

PointPWC 0.059 0.069 7.72M
PointPWC + BFP| 0.051 0.059 7.98M
FlowNet3D 0.157 0.173 1.23M
Deeper FlowNet3D 0.160 0.197 1.33M
FlowNet3D + BFP 0.138 0.118 1.33M

Table 5. Comparison of the bidirectional feature propagation on PointPWC and
FlowNet3D. Although the selected baselines showed strong performance, our proposed
BFP still reduced the errors by large margins.

operation count by 44% and accelerates the inference by 33% while maintaining
the accuracy, compared with the original model.

Ablation of our contribution to FlowNet3D and PointPWC. We vali-
date the contribution of the proposed bidirectional learning method by apply-
ing the BFP module into other state-of-the-art methods, FlowNet3D [21] and
PointPWC [46]. We built two models by directly inserting BFPs before their
flow correlation modules. Since adding BFP requires additional parameters, we
also implemented a deeper FlowNet3D network with an equivalent amount of
parameters as the model with BFP. Please note that, the experiments related to
FlowNet3D were evaluated on the occluded datasets while the PointPWC-based
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Method  |PointPWC [46]|FLOT [30]|FlowStep3D [16]|Ours
Runtime (ms)| 51.3 | 2896 | 820.8 40.5

Table 6. Runtime comparison. The results are evaluated on a single TITAN RTX
GPU.

experiments were tested on the non-occluded datasets. Table 5 indicates that
the proposed BFP achieves the excellent efficiency and effectiveness. With 0.2M
(only 3% of total) additional parameters to the PointPWC, the performance is
improved with a 13% error reduction. Moreover, the combination of FlowNet3D
and BFP significantly reduce the generalization error by 31%. Furthermore, the
ablation of the deeper FlowNet3D reveals the improved performance is owing to
the bidirectional strategy rather than an effect of increased number of parame-
ters.

5.6 Runtime

We compare the running time of our proposed methods to that of other state-
of-the-art approaches in Table 6. We measured the runtimes of all methods on
a single NVIDIA TITAN RTX GPU. The model ran in 40.5 ms, which is faster
than the coarse-to-fine PointPWC [46] due to the use of the BFE decomposition.
Moreover, compared with other recent advanced approaches [30, 16], our methods
outperformed by a large margin in terms of running time while achieving superior
accuracy and generality.

6 Conclusion

We presented Bi-PointFlowNet for accurate and fast scene flow estimation. Our
proposed network leverages a novel bidirectional flow embedding module that
worked with hierarchical feature extraction and propagation to accurately esti-
mate flow. For further accelerating inference, the proposed method applied the
decomposed form of the bidirectional flow embedding layer that removes the re-
dundant computations. Experimental results on two challenging datasets showed
our network significantly outperformed previous state-of-the-art methods under
both non-occluded and occluded conditions. The proposed models also demon-
strated excellent time efficiency, allowing the models to be further applied to
resource-limited devices, such as wearable devices, drones, IoT edge devices, etc.
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