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Abstract. Recognizing irregular texts has been a challenging topic in
text recognition. To encourage research on this topic, we provide a novel
comic onomatopoeia dataset (COO), which consists of onomatopoeia
texts in Japanese comics. COO has many arbitrary texts, such as ex-
tremely curved, partially shrunk texts, or arbitrarily placed texts. Fur-
thermore, some texts are separated into several parts. Each part is a
truncated text and is not meaningful by itself. These parts should be
linked to represent the intended meaning. Thus, we propose a novel task
that predicts the link between truncated texts. We conduct three tasks to
detect the onomatopoeia region and capture its intended meaning: text
detection, text recognition, and link prediction. Through extensive exper-
iments, we analyze the characteristics of the COO. Our data and code are
available at https://github.com/ku21fan/COO-Comic-Onomatopoeia.
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1 Introduction

Along with the development of deep neural networks, text recognition meth-
ods have significantly improved. Currently, most state-of-the-art methods can
easily recognize simple horizontal texts. Recently, the research trend has pro-
gressed to recognize more irregular texts: recognizing horizontal text to recog-
nizing arbitrary-shaped text such as curved or perspective text in scene im-
ages [10, 20, 22, 23, 25, 42–45, 49, 51]. We expect that studies on more irregular
texts will further improve the text recognition methods.

To encourage these studies, we provide a novel comic onomatopoeia dataset
(COO), which contains more irregular texts. After investigating various text
datasets from English [9,15–17,30,36,40,50] to other languages [1,8,11,26,27,34,
37,48], we find that onomatopoeia texts in the Japanese comic dataset (Manga10-
9 [26]) have arbitrary shapes or are arbitrarily placed in the image. Onomatopoei-
as are written texts that represent the sound or state of objects (humans, ani-
mals, and so on). To exaggerate the sound or state of the object, onomatopoeias
are typically written in irregular shapes or placed at unexpected positions.
Fig. 1 (a) illustrates examples of COO: (left) shows extremely curved text, (right)
shows partially shrunk text, and part of the text is on the object.
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Fig. 1. Visualization of comic onomatopoeia dataset COO. Red and blue squares de-
note the start and end points of each annotation, respectively. The purple line denotes
the link between truncated texts

Onomatopoeia in Japanese comics is sometimes separated into several parts,
as shown in Fig. 1 (b). When separated, each part is a truncated text. Each
truncated text does not fully represent the meaning. After truncated texts are
connected, the connected text represents the intended meaning. For example, the
truncated texts “K�” and “*)�” in Fig. 1 (b) do not represent the meaning
independently. When they are connected into “K�*)�”, the connected text
represents the meaning: the sound of cat, same as “meow”. To correctly capture
the meaning of truncated texts, we propose a novel task that predicts the link
between truncated texts. By using the link information, we connect truncated
texts to capture the intended meaning. To solve this task, we formulate the task
as the sequence-to-sequence problem [38], and propose a model named M4C-
COO, a variant of multimodal multi-copy mesh (M4C) [13].

Considering truncated texts, we conduct three tasks to detect the onomatop-
oeia region and capture its intended meaning: 1) Text detection: The model takes
an image, and outputs the regions of onomatopoeias. 2) Text recognition: The
model takes the region of onomatopoeia, and outputs the text in the region. 3)
Link prediction: The model takes the regions and texts of onomatopoeias, and
outputs the links between truncated texts. With extensive experiments using
state-of-the-art methods, we analyze the characteristics of COO and the lim-
itation of current models. We hope that these analyses inspire and encourage
future work on recognizing arbitrary or truncated texts.

Among three tasks, we mainly focus on text recognition and link prediction.
Because they are somewhat different from existing tasks, they can hinder using
our dataset. To prevent it, we provide decent baselines for them. Traditional
text recognition task generally recognizes horizontal or curved texts. However,
the COO has many vertically long texts: In 72.5% of onomatopoeia regions, the
height is greater than the width. To address vertically long texts, we introduce
several effective techniques. In the case of the link prediction task, it is a novel
task, and thus we introduce it thoroughly.




