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Supplementary Material

A Overview

In this supplementary material, we first provide more implementation details
in Section B. Besides, we provide more experiments and analysis in Section C.
Finally, we provide concrete results, including results on validation sets and
public online benchmarks.

B Training and Inference Details

This section provides training and inference details of the proposed 2DPASS.
For the 3D input, we utilize the widely used data augmentation strategy for
semantic segmentation, including global scaling with a random scaling factor
sampled from [0.95, 1.05], and global rotation around the Z axis with a random
angle. For the 2D input, we employ horizontal flipping and color jitter. Each
2D image is cropped to the size 480 × 320 (width × height) for faster training.
The 2DPASS is trained in an end-to-end manner from scratch with the SGD
optimizer. For the SemanticKITTI dataset, our model was trained with batch
size 8 and learning rate 0.24 for 64 epochs, where the cosine annealing learning
rate strategy is adopted for the learning rate decay. Moreover, we adopt instance-
level augmentation [17] for a better performance on ‘motorcyclist’ category. As
for the NuScenes dataset, we trained the model with batch size 16 for 80 epochs
since the number of points per scene in NuScenes is generally smaller. During
the inference, following [1,2], we apply the test-time augmentation, i.e., rotating
the input scene with eight angles around the Z axis and averaging the prediction
scores. All experiments are conducted using a single Nvidia Tesla V100 GPU.

C Additional Experiments

C.1 Comparing with Multi-Sensor Architecture

To further demonstrate the advantages of our 2DPASS upon multi-sensor meth-
ods, we set several multi-sensor baselines as well and compare against them in
this section.

– PointPainting: We follow the setup of previous work [7], which exploits
the segmentation logits of images and projects them to the LiDAR space by
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Table 1. Comparison with different multi-sensor manners.

Method mIoU (%) Speed (ms)

PointPainting [7]-FCN-ResNet34 [11] 76.54 2330
PointPainting [7]-DeepLabV3 [12] 76.56 3347
Multi-branch Baseline 77.25 2353
Multi-branch with Interaction 79.12 2374

Basline (Tiny) 76.04 40
2DPASS (Tiny) 78.87 40
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Fig. 1. The illustration of multi-sensor methods.

bird’s-eye projection [8] or spherical projection [9]. Here, we use several pre-
trained backbones, i.e., FCN [10] with ResNet34 [11] and DeepLab v3 [12],
to achieve the 2D semantic segmentation logits. After that, we use outputs
of 2D backbones as the inputs of our 3D network.

– Multi-branch Baseline: As shown in Fig. 1 (a), we design an ensemble ar-
chitecture through concatenating the output logits from the two modalities.

– Multi-branch with Interaction: Instead of only concatenating the pre-
dictions, we also concatenate the 2D features from each layer into the corre-
sponding layers in the 3D network, as illustrated in Fig. 1 (b).

– 2DPASS (Tiny): Since above multi-sensor manners are trained with the
entire 2D image as input, they are time-consuming and GPU memory cost
expensive. So we set all of hidden dimensions as 64 in the 3D network due to
GPU memory limitation. This design is different from our manuscript with
hidden dimensions 128 due to our light memory cost.

The experiment results are shown in Tab. 1, where we illustrate the results
on NuScenes validation set and inference time (speeds), respectively. As shown
in Tab. 1, using naive combination such as PointPainting [7] and concatenation
(i.e., Multi-branch Baseline) of prediction cannot improve the segmentation re-
sults obviously while introducing huge computational burden (i.e., there are six
1600 × 900 camera images corresponding to each point cloud). Exploiting fea-
ture combination in each scale can slightly improve the performance, but leads
to much slower network compared with the pure 3D network. On the contrary,
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Table 2. Semantic segmentation results on the NuScenes valid set.
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(AF)2-S3Net [13] L 62.2 60.3 12.6 82.3 80.0 20.1 62.0 59.0 49.0 42.2 67.4 94.2 68.0 64.1 68.6 82.9 82.4
RangeNet++ [9] L 65.5 66.0 21.3 77.2 80.9 30.2 66.8 69.6 52.1 54.2 72.3 94.1 66.6 63.5 70.1 83.1 79.8
PolarNet [14] L 71.0 74.7 28.2 85.3 90.9 35.1 77.5 71.3 58.8 57.4 76.1 96.5 71.1 74.7 74.0 87.3 85.7
Salsanext [15] L 72.2 74.8 34.1 85.9 88.4 42.2 72.4 72.2 63.1 61.3 76.5 96.0 70.8 71.2 71.5 86.7 84.4
AMVNet [16] L 76.1 79.8 32.4 82.2 86.4 62.5 81.9 75.3 72.3 83.5 65.1 97.4 67.0 78.8 74.6 90.8 87.9
Cylinder3D [2] L 76.1 76.4 40.3 91.2 93.8 51.3 78.0 78.9 64.9 62.1 84.4 96.8 71.6 76.4 75.4 90.5 87.4
RPVNet [17] L 77.6 78.2 43.4 92.7 93.2 49.0 85.7 80.5 66.0 66.9 84.0 96.9 73.5 75.9 76.0 90.6 88.9
PMF [18] L+C 76.9 74.1 46.6 89.8 92.1 57.0 77.7 80.9 70.9 64.6 82.9 95.5 73.3 73.6 74.8 89.4 87.7
2D3DNet [19] L+C 79.0 78.3 55.1 95.4 87.7 59.4 79.3 80.7 70.2 68.2 86.6 96.1 74.9 75.7 75.1 91.4 89.9

Baseline L 76.2 75.3 43.5 95.3 91.2 54.5 78.9 72.8 62.1 70.0 83.2 96.3 73.2 74.2 74.9 88.1 85.9
2DPASS(Ours) L 79.4 78.8 49.6 95.6 93.6 60.0 84.1 82.2 67.5 72.6 88.1 96.8 72.8 76.2 76.5 89.4 87.2
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Fig. 2. Qualitative results of 2DPASS on the validation set of Nuscenes.

2DPASS (tiny) achieves the second-best performance in term of mIoU criterion
while 60× speed faster than multi-sensor methods.

C.2 Concrete Results

In this section, we give our detailed results and visualization on the NuScenes
dataset in Tab. 2 and Fig. 2 as a benchmark for future work. Also, we provide
snapshots on three benchmarks in Fig. 3-5.



4 X. Yan et al.

Fig. 3. Snapshot on NuScenes online server (2022-03-08).

Fig. 4. Snapshot on SemanticKITTI online benchmark for single-scan competition
(2022-03-08).

Fig. 5. Snapshot on SemanticKITTI online benchmark for multi-scan competition
(2022-03-08).
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