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OVERVIEW

This supplementary material accompanies the main paper, which presents
data preparation, more implementation details, more quantitative evaluations
on shape part segmentation and classification on other public datasets, more
visualization results of shape part segmentation, and attention maps of dual
attention.

All sections are organized as follows:

— Section 1 provides more details on data preparation and implementation.

— Section 2 provides more evaluations on shape classification on other datasets
(e.g. SHRECI11 [13], Cube Engraving [9]).

— Section 3 provides more evaluations on shape part segmentation on Human
Body dataset [15].

— Section 4 provides more evaluations on the shape segmentation for the
performance of the noisy input and with different number of vertex. And
also for a fair comparison, we evaluate our method, PD-MeshNet [17], and
MeshCNN [9] on different metrics on edges, faces, and vertices.

— Section 5 and Section 6 provide more visualization on shape part segmenta-
tion and importance maps of our proposed dual attention mechanism.

1 Implementation Details

In this section, we provide the statistics and more details of the datasets used
in our experiments. Table 1 describes more details of the training and test
for the application tasks, i.e. Classification (CLS.) or Segmentation (SEG.). We
follow the available official training set and test set to split our data. For the
SHREC11 dataset, there are 16 training shapes in each category, so we follow
the default setting to perform the evaluation on the experiments, denoted as
SHREC11-Split16. As for Split10, we randomly select 10 examples from the
training set of each category. The reported performance is the average score
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ModelNet COSEG . o SHREC11
DataSet ModelNet10 ModelNet40 ShapeNet Vases Chairs Aliens Human Body|Cube Engraving Split10  Split16
Task | Crs. (10)  Crs. (40) [Swa. & Cis. (16)|SEG. SEG. Swa.|  SpG. | Crs. (22) |Crs. (30) Crs. (30)
#objects 4889 12246 16003 300 397 200 399 4381 600 420
#training objects 3981 9791 11915 255 337 170 381 3722 480 300
#test objects 908 2455 4088 45 60 30 18 659 120 120

Table 1: Dataset Statistics. We summarize the data statistic of the datasets
used in our experiments. For the Split10 of SHREC11, We report the average
accuracy on three different random splits of training and test set. The number
next to the task’s name means the total number of categories in that dataset.

for the three random samples on the training set. For each shape, we adopt
the manifold tool [11] to simplify the watertight meshes to around 2k vertices.
Then, we obtain the first 12 Laplacian eigenvectors by Laplacian spectral
decomposition [20]. Finally, our network takes the 12-d Laplacian eigenvectors
and 3-d vertex positions as inputs for training our proposed networks. For
the detailed algorithms of watertight manifold creation and Laplacian spectral
decomposition, please refer to [11,20].

2 More Evaluation on Mesh Classification

We conduct more mesh classification experiments on two other datasets,
SHRECI11 [13] and Cube Engraving [9], to validate our method. SHREC11
contains 30 categories and 600 shapes, and Cube Engraving contains 22
categories and 4381 shapes. Specifically, we follow the previous work [10,9] to
conduct two experiments, Split16 and Split10, on the SHREC11 dataset. In the
Split1l6 experiment, we use the default setting to evaluate the performance of
our model, where the training set of each category has 16 shapes. Similarly,
each category contains 10 shapes in Split10. We then randomly select 10 shapes

SHREC11
Methods Split16 Split10{Cube Engraving

GWCNN [5] 96.6 90 -
PointNet++ [19]| - - 64.3
MeshCNN [9] | 98.6  91.0 92.2
PD-MeshNet [17]| 99.7  99.1 94.4
MeshWalker [12]| 98.6  97.1 98.6

DiffusionNet [21]| - 99.7 -
SubdivNet [10] | 100 100 100
Ours | 100 100 | 99.7

Table 2: Comparison on Mesh Classification for SHREC11 [13] and
Cube Engraving [9] datasets. We report the accuracy of classification. Note
that ‘-’ indicates the number is not reported in their paper.
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for each category and report the average score for the top-3 selections. Table 2
presents the comparison with other alternative methods on the two datasets. Our
method and [10] achieve the best performance (accuracy 100%) on SHREC11.
On the Cube Engraving dataset, our performance of classification is comparable
with the SOTA [10].

3 More Evaluations on Human Body Segmentation

We perform one more evaluation on human body segmentation on the dataset
proposed in [15]. The dataset is composed of 381 training shapes from SCAPE [2],
FAUST [3], MIT [22], Adobe Fuse [1], and 18 test shapes from SHRECO07 [7].
All the shapes are segmented into 8 parts. Since the semantic labels are defined
on the edges of the mesh, we transfer the edge-wise labels to vertex-wise labels.
Followed by [10], all the meshes are scaled into a unit sphere and re-meshed
by Liu et al’s method [14] to ensure lower distortion of details. Results are
reported in Table 3, showing that our approach outperforms the others. For the
method in [10], we take the reported results directly from their paper and list
them in Table 3. According to their results, our proposed method presents a
superb performance over the other alternative methods. Figure 4 shows some
segmented results on the human body shapes.

4 More Evaluations on Part Segmentation

In this section, we evaluate the ro-

bustness of our method and compare Method Accuracy
our method and other alternatives in PointNet [18] 74.7
a fair manner. PointNet++ [19] 82.3

For the evaluation of robustness, Toric Cover [15] 88.0
we use our pretrained model with MeshCNN [9] 87.7
noisy input and different numbers of PD-MeshNet [17] 86.9
vertices. The performance is reported SNGC [8] 91.3
in Table 4. For the noisy input, MeshWalker [12] 92.7
we choose two way to add some SubdivNet [10] 93.0
noises into the input data, adding DynGraphCNN [23] 89.7
Gaussian noises on the surface and GCNN [16] 86.4
generating holes by removing some DiffusionNet [21] 91.7

faces. For adding Gaussian noises
on the surface, we added different
translations (0.05,0.1,0.2) along the
normal of each vertex to generate
noises on the test data. For removing

Ours 93.9

Table 3: Mesh segmentation
accuracy on the human body

faces, we randomly removed the dataset [15]. From the results, we
triangles with different percentages can observe that our network achieves

(10%, 20%, 50%) on the test data. the best performance on the dataset
We then fed them to our pre-trained compared to alternative approaches.
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Method Vases Chairs Tele-alines Mean

98.0 97.7 97.3 97.6
97.7 975 97.0 97.4
96.8 97.0 96.1 96.6

)
)
)
Ours-hole1(10%) 97.9 97.4 97.1 97.4
Ours-hole2(20%) 93.2 937 927  93.2
(50%)
(

Ours-noise(0.05
Ours-noise(0.10
Ours-noise(0.20

Ours-hole3(50%) 87.6 88.1 85.9 87.2

Ours-test(4k) 98.0 975 97.7 977
Ours-test(1k) 97.8 97.1 96.9 97.1

Ours(2k)  98.1 97.7 97.4 97.7

Table 4: Robustness Validation. We evaluate the robustness of our method
for the noisy input and different vertex numbers during inference.

Method  Vases Chairs Tele-alines Mean

MeshCNN 85.2 92.8 94.4 90.8
PD-MeshNet 81.6 90.0 89.0 86.9
Ours 98.1 97.7 97.4 97.7

PD-MeshNet 95.4 97.2  98.2  96.9
Face Ours 98.7 98.0 97.8  98.1

MeshCNN 97.3 99.6 97.6 98.1
Edge Ours 97.9 98.3 98.2 98.1
Table 5: Comparison on different metrics. For a fair comparison, we report
the performance on the different metrics for three approaches, including PD-
MeshNet [17], MeshCNN [9], and Ours. From the table, we can see that our
performance still outperforms them in average scores.

Vertex

models. The results are reported in the following table. It is very clearly observed
that the performance will decline with more holes or stronger noises.

The experiment of using different numbers of vertices is to demonstrate
that our model does not need the correspondences across different shapes.
The simplification methods [11,6] are shape-dependent and only related to
the geometry features, such as curvatures. They do not guarantee consistent
correspondence across different shapes. Moreover, our network is able to be
trained with different numbers of vertices, with a batch size of 1. Our model
can support an input mesh with an arbitrary number of vertices when testing.
We also tested the performance with different vertex numbers in our pre-trained
models in the following table.

Indeed, an apple-to-apple comparison is hard. Here, for making a com-
plete evaluation as much as possible, we follow the SubdivNet to evaluate
the performance on the vertex segmentation and report the performance on
face/edge segmentation on COSEG in the following table. We choose two
alternative approaches: PD-MeshNet [17] is evaluated on the faces segmentation,
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and MeshCNN [9] is evaluated on the edges segmentation. The performance is
reported in Table 5, we evaluate the different methods on different metrics (edge,
face, and vertex). Ours still outperforms them in average score.

5 Visualization Results on Segmentation

In this section, we provide more visualization results on part segmentation for 16
categories of ShapNet [4] and 3 categories of COSEG [24]. For the 16 categories
of ShapeNet, we show 8 examples for each category in Figure 1 and Figure 2.
For the COSEG, we display 8 examples for the three largest categories, chairs,
vases, and aliens, in Figure 3.

6 Visualization Results on Attention Maps

In this section, we provide more visualization results of attention maps for our
proposed dual attention. For each segmented mesh, we illustrate the attention
maps from two branches (topology & geometry) as well as their fused module.
Each row shows the attention maps for a certain query vertex. More results
are shown in Figure 5, where blue to yellow means increasing weights. We can
observe that our dual attention is able to determine which part is more important
on the specific task, e.g. part segmentation. All the displayed shapes are from

ShapeNet.
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Fig.2: Part segmentation results on ShapeNet. For each category, we
display 8 examples.

Fig. 3: Part segmentation results on COSEG datasets. For each category,

TR
84

Fig.4: Part segmentation results on human body datasets.
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Fig.5: Importance Visualization on Attention Maps. Attention maps of
our dual attention mechanism are shown to the left of the segmented shapes.
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