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Abstract. Unsupervised out-of-distribution (U-OOD) detection has re-
cently attracted much attention due to its importance in mission-critical
systems and broader applicability over its supervised counterpart. De-
spite this increased attention, U-OOD methods suffer from important
shortcomings. By performing a large-scale evaluation on different bench-
marks and image modalities, we show in this work that most popular
state-of-the-art methods are unable to consistently outperform a simple
anomaly detector based on pre-trained features and the Mahalanobis dis-
tance (MahaAD). A key reason for the inconsistencies of these methods
is the lack of a formal description of U-OOD. Motivated by a simple
thought experiment, we propose a characterization of U-OOD based on
the invariants of the training dataset. We show how this characterization
is unknowingly embodied in the top-scoring MahaAD method, thereby
explaining its quality. Furthermore, our approach can be used to inter-
pret predictions of U-OOD detectors and provides insights into good
practices for evaluating future U-OOD methods.
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1 Introduction

The use of deep learning (DL) models for mission-critical systems, such as in
autonomous driving or medicine, is one of the most active research areas in
computer vision. Yet, despite impressive performances in recent methods, their
ability to extrapolate beyond their training data remains limited. For trained
and deployed models, this is particularly problematic when processing images
that are corrupted or whose content differs from their expectation. Predictions
for unexpected images are often incorrect with high confidence and cannot be
identified as such [4]. Ultimately, these silent failures deeply impact the reliability
of machine learning systems in mission-critical applications and can have fatal
consequences.

To mitigate these limitations, numerous out-of-distribution (OOD) detection
methods have emerged in the recent past. Closely related to anomaly detec-
tion [44] and one-class learning [38], OOD detection aims to spot samples at
inference time that do not belong to the training distribution and should not be
processed by subsequent machine learning models. At their core, OOD detection
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Fig. 1: The difference between supervised and unsupervised OOD. For the unsu-
pervised case, invariants in the training data rather than class labels define what
should be considered as OOD: in (a) a pentagon at a different angle leads to an
OOD test sample, while (b) shows variants in shapes in the training set such
that a pentagon is in-distribution at test time. While the train and test data
are the same in each row, the interpretation of OOD differs in the supervised
and unsupervised cases. Green and red boxes denote in- and out-of-distribution
samples, respectively.

methods learn scoring functions that measure the level of anomaly, or out-of-
distributionness, in test samples with respect to a training data distribution.

Broadly, OOD methods are categorized into supervised and unsupervised,
as illustrated in Figure 1. Supervised OOD methods compute an OOD score by
using the labels of the training dataset or by knowing the trained downstream
network [19,22,23]. Conversely, unsupervised OOD (U-OOD) methods are agnos-
tic to the downstream task or data labels, and learn tractable representations of
the training images to compute OOD scores [7,12,15,45], which makes them more
general than supervised methods and applicable to a larger range of scenarios.

Considering its significance and generality, the recent emergence of U-OOD
methods is unsurprising. Yet with many methods reporting state-of-the-art per-
formance [18,21,25,34,40,48,53,54,56], the overwhelming majority of these only
validate their approach on one or two tasks. Given the broadness of U-OOD,
these limited experimental validations have produced an inconsistent state-of-
the-art, while simultaneously establishing an unclear sense of progress in the
field. For instance, [20] showed excellent results for one-class tasks using CI-
FAR10 and ImageNet, only to be contradicted 8 months later in [6] using dif-
ferent data. More alarmingly, this trend of inconsistencies is being perpetuated
with evaluation protocols remaining unchanged [5,21,32].



Data Invariants to Understand Unsupervised Out-of-Distribution Detection 3

For this reason, we first aim to explore and assess the performance and ro-
bustness of existing U-OOD detectors by establishing a wide and varied panel
of experiments using different datasets and setups. Not only do we show that
U-OOD state-of-the-art methods perform erratically when evaluated over a wide
and varied range of datasets and tasks (i.e. methods that perform extremely well
on some datasets, frequently perform poorly on others), but that the relatively
unnoticed MahaAD method [43] consistently outperforms all considered meth-
ods by remarkable margins in addition to being extremely simple, stable, and
easy to train.

More fundamentally however, we hypothesize that despite the large number
of recently proposed U-OOD methods, the main reason for this lack of overall
consistency is that the fundamental concept of U-OOD remains vague and ill-
defined. In fact, the vast majority of works fail to clearly define U-OOD, let alone
provide an intuition to their approach’s functioning. This subsequently leads to
brittle methods and weak evaluation protocols.

Intuitively, a test sample should be considered OOD if it looks different from
training samples. While this intuition seems straightforward, it is unclear how
to characterize a training dataset or identify what makes a test sample similar
or not to training samples. Yet, characterizing OOD is a fundamental necessity
to not only produce reasonable U-OOD detectors, but also to properly evaluate
and understand their behavior. Previous works have overlooked this important
step and devised OOD detectors following more or less reasonable heuristics with
limited formal justification. For example, using the observation that blurred im-
ages are assigned higher likelihoods compared to their original counterparts,
SVD-RND [13] leveraged this property to characterize OOD by directly opti-
mizing for it. Similarly, [42,54] identified OOD samples by correcting for their
input complexity and the number of background pixels. Other examples include
Puzzle-AE [47], which relied on solving puzzles of OOD images worse than their
in-distribution counterparts, and MHRot [20] assumed that geometric transfor-
mations of OOD samples will be predicted incorrectly.

We also address here this apparent lack of a proper U-OOD definition by
proposing a characterization based on identifying and leveraging image invari-
ants of the training set. Following this idea, we formulate the general problem of
finding dataset invariants and show that, when constrained to a linear setting,
this formulation reduces to the MahaAD method, which unknowingly embodies
a dataset invariant characterization. Importantly, we show that the invariants
found within a training set are more relevant for U-OOD detection than its
variant counterparts.

In summary, the contributions of this paper include (1) a thorough evaluation
of numerous state-of-the-art U-OOD methods on different tasks and datasets,
whereby highlighting that most methods perform erratically and inconsistently,
(2) a novel interpretation of U-OOD using training set invariants, which allows
for an appropriate definition of U-OOD and (3) a new U-OOD benchmark de-
rived from our novel interpretation with invariants. A consequence of these con-
tributions is that we shed light on why most recent methods do not perform well
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across datasets and, importantly, why the relatively unknown MahaAD method,
that has been disregarded so far by most recent works in the field, is an excellent
off-the-shelf U-OOD detector that should be included as a competitive baseline
in future comparisons.

2 Related works

Methods such as one-class support vector machines [52], isolation forest [30],
and local outlier factor [10] have traditionally been used for OOD detection in
classical machine learning. However these methods suffer greatly when applied to
high-dimensional spaces (i.e. images). Unsurprisingly, DL based methods have
come to replace these more recently. Summarized here are some of the most
relevant works on OOD detection using DL, while comprehensive surveys can
be found in [11,60].

Supervised OOD detection approaches require either an explicitly trained
classifier or a labelled dataset to work. One line of works uses a classifier’s max-
imum softmax probability output as the OOD score [19,22,29]. Another, more
closely related to U-OOD, exploits deep features of the task-specific trained clas-
sifiers [23,27,50]. However, as all these methods exploit relations between network
predictions and the path taken to arrive at those predictions in some way, they
are simply incompatible with the U-OOD setting.

On the other hand, U-OOD detection methods rely only on a set of in-
distribution images to learn the characteristics of the in-distribution data. That
is, they do not assume, or have access to, a trained downstream deep network
or labeled dataset. Broadly, two families of methods are found in the literature.
The first are generative models while the second are based on representation
learning.

Generative models: These learn the distribution of images in high-dimensional
spaces. However, most generative models are known to perform poorly in OOD de-
tection [12,35], and many augmentations and improvements have been proposed
to increase their performances. [54] showed that the likelihoods obtained by
models such as Glow [24] or PixelCNN++ [49] are heavily influenced by the in-
put complexity, and propose a likelihood ratio to correct for this. Interestingly,
the work in [42] showed that background pixels dominate test sample likelihood
scores, and attempt to correct for these by using the likelihood of a second
model that tries to capture the population level background information. Sim-
ilarly, Schirrmeister et al. [51] use the likelihood ratio with respect to a second
model trained on a general, large scale dataset.

Representation learning: Instead of working in the image space, most U-
OOD methods aim to learn a low-dimensional image embedding. Here, many
works have opted for self-supervised learning strategies to simulate classification
problems and train DL models to representative image features. One popular ap-
proach is predicting geometric transformations, such as image rotations, trans-
lations, scales, flips, or patch re-arrangements [7,15,20,58]. Other self-supervised
approaches rely on auto-encoders and optionally perturb the input in some
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way to create more robust feature descriptions. Example perturbations include
adding noise [46] or shuffling patches [47]. Further extensions propose to fit an
auto-regressive model to the latent space [1] or to add a memory module [16].
Most recently, approaches based on contrastive learning have been advanta-
geous [41,53,56].

However, various papers showed that learning features on the target domain
is not necessary to reach high performance [6,36,43,59]. Bergman et al. [6] find
that scoring samples by the distance to their k-nearest neighbours in the space of
pre-trained ImageNet features outperformed all previous self-supervised meth-
ods. Xiao et al. [59] showed that exploiting features obtained from self-supervised
—rather than supervised— training on ImageNet can lead to to high perfor-
mance. Finally, Rippel et al. [43] combined Mahalanobis distances in the space
of ImageNet features for state-of-the-art results on the MVTec dataset.

3 Invariants for Unsupervised OOD

In the supervised setting, similar to the problem of zero-shot learning, a sample
is considered OOD if it cannot be assigned to one of the training set classes.
In the unsupervised setting, however, defining OOD is more challenging as we
do not know a-priori what and if any classes are present at all. As done in
anomaly detection [44], one potential approach to define U-OOD could be to
measure if a sample lies in a low-density region of the training data. But doing
so would be inappropriate because whether few or many image examples of a
specific class appear in a training set may only be a reflection of their natural
prevalence, rather than being a real OOD sample. For instance, if one had a
training set of dogs, the Norwegian Lundehund (i.e. a rare dog breed) would most
likely appear in low-density regions of the training distribution, in contrast to
German Shepherds (i.e. very common bread). Yet both should still be considered
dogs. Instead, we propose to use invariants as a way to characterize U-OOD.
Specifically, our idea is to first determine image invariants in the training set,
and then detect OOD test samples by identifying if they keep the invariants of
the training set.

To illustrate this, consider the toy examples in Fig. 1, where four differ-
ent combinations of training sets and test examples are given. Recall that for
the unsupervised case, no labels in the training data are available thus los-
ing context as to what is or is not semantically OOD. However, the neces-
sity to leverage context to disentangle relevant and irrelevant aspects of im-
ages remains key for U-OOD detection, since it is too broad to be meaning-
ful without it (as stated in [2]). Hence, we assume that this necessary con-
text is provided by a set of general features that we have at our disposal,
that can describe the input images x. For instance, these features could be
f(x) = {sides(x), orientation(x), color(x), ...}, or features coming from a net-
work pre-trained on a general dataset. Given this, we want to summarize a
training set by the union of features that are invariant over the entire train-
ing set. For example, Fig. 1(a) would use the combination of invariant features
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{sides = 5, orientation = 270◦, color = white,background = black}, and simi-
larly {orientation = 0◦, color = white,background = black,position = center}
for Fig. 1(b). At inference time then, a test sample described by this union of
invariant features would be OOD if these features are no longer invariant with
respect to the training set. In this sense, variant features from a dataset are in
fact irrelevant for U-OOD detection, which stands in contrast to many previous
methods that focused on learning a representation of the training distribution
(e.g., [13,31,61]).

In the remainder of this section, we begin by formalizing the above-mentioned
idea and propose an approach to identifying these invariants for the general
case. We then show how this is related to the MahaAD method [51]. In the
experimental section, we demonstrate how MahaAD performs in comparison to
recent methods and how it behaves in light of image invariants.

3.1 Formalization

Given a training set {xi}Ni=1, with corresponding feature vectors, f(xi) ≡ fi ∈ F ,
we define an invariant as a non-constant function g : F → R, such that g(fi) =
0, ∀i. That is, g is an invariant if it computes a constant value (i.e., g(fi) = 0)
for the elements of the training set, but in general may not compute the same
constant value for other elements (e.g., elements of a test set). Our goal then
is to find a set of invariants, G = {g1, . . . , gK}, over the set of training feature
vectors. While doing so in one global optimization is challenging, we propose to
solve this by solving a sequence of K problems, one per invariant,

gk(fi) = 0 ∀i, (1)

∥∇gk(fi)∥2 ̸= 0 ∀i,
∇gk(fi) · ∇gj(fi) = 0 ∀i, j < k,

where the first equality makes gk zero for all training samples, the second equality
prevents gk from becoming a projection (i.e., effectively making it non-constant)
and the third equality requires that new invariants are different from all previ-
ously found invariants by making their gradients mutually orthogonal. After
finding G, a test feature vector f will be considered OOD if gk(f) ̸= 0 for any
invariant k.

As noisy real-world data rarely lies in an exact manifold, solving Eq. (1) is
unfeasible in practice even for a small number of invariants K. Instead, we relax
Eq. (1) and express it as a minimization problem to find a set of soft invariants,

min
gk

1

N

∑
i

gk(fi)
2, (2)

s.t. ∥∇gk(fi)∥2 = 1 ∀i,
∇gk(fi) · ∇gj(fi) = 0 ∀i, j < k,
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where we constrain the magnitude of the gradient to 1 to prevent gk from arbi-
trarily compressing its output and minimizing the loss artificially.

Once G = {g1, . . . , gK} is established, any test vector f can be scored by
computing the ratios between the test error and the average training error,

s2(f) =
∑
k

gk(f)
2

ek
, (3)

where ek is the training MSE of the soft invariant gk,

ek =
1

N

∑
i

gk(fi)
2. (4)

Intuitively, tight invariants with low ek values will have a high influence in the
final score, while weak invariants with large ek values will essentially be ignored.
Given that the contribution of weak invariants is negligible in s2, we can circum-
vent the problem of setting an optimal number of invariants K and safely set K
to the dimensionality of the feature space.

We can further simplify the optimization problem of Eq. (2) by constraining
the invariants to the family of affine functions gk(f) = aTk f + bk with unitary ak.
Under these conditions, Eq. (2) reduces to a PCA problem. Its solution sets ak
to the k-th smallest principal component and the squared error ek is set to its
corresponding eigenvalue. Moreover, the score function Eq. (3) can be re-written
as the square of the Mahalanobis distance using the mean and the covariance of
the training feature vectors. Ultimately, computing Mahalanobis distances prop-
erly weighs and exploits the linear invariants in the training dataset, which, in
turn, suggests that the Mahalanobis distance could lead to good OOD detectors
despite its simplicity.

Given that the invariants are computed, in practice, from a collection of fea-
ture vectors describing the training set, the performance of an invariant-based
U-OOD detection method is contingent on the chosen pre-trained feature ex-
tractor. We experimentally found that this is not an important limitation and
that general ImageNet-based features lead to descriptive invariants for U-OOD
detection even for image modalities that are very different from ImageNet, such
as medical images.

3.2 The Mahalanobis anomaly detector

Given the above, we briefly revisit the the Mahalanobis anomaly detector (Ma-
haAD) from Rippel et al. [43] as it embodies the invariant feature learning we
propose. Fig. 2 illustrates the approach.

MahaAD uses the spatial pooling of the feature maps of a pre-trained CNN
to define feature descriptors f . Instead of choosing a specific CNN layer for f ,
MahaAD works in a multi-layered manner describing each input image x with a
collection of feature vectors {fℓ(x)}Lℓ=1 computed at L different layers.
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Fig. 2: Training and inference stages of the MahaAD method.

At training time, MahaAD computes the mean and the covariance of the
descriptor vectors of the images in the training dataset {xi}Ni=1. Specifically, for
each layer ℓ, the mean is computed as,

µℓ =
1

N

N∑
i=1

fℓ(xi), (5)

while the corresponding covariance matrix is,

Σℓ =
1

N

N∑
i=1

(fℓ(xi)− µl)(fℓ(xi)− µl)
⊺. (6)

To avoid singular covariance matrices in high-dimensional or low-data regimes,
shrinkage is applied using the standard hyperparameter-free method of [26],
although we empirically found that the shrinkage has limited impact on the
overall performance of MahaAD. By using multi-layer feature vectors, MahaAD
is able to find linear invariants at different image scales.

Importantly, the CNN from which the features are computed is not trained
or tuned to the training set whereby making this training phase simple and
extremely fast. In practice, it makes the approach more stable and robust across
a larger number of datasets. This differs from most recent U-OOD methods that
opt to fine-tune their DL models to the training set [40,53,56].

At test time, MahaAD computes the layer-wise Mahalanobis distances be-
tween the descriptor vectors of the test image x and the means {µℓ}ℓ,

sℓ(f) =
√
(f − µℓ)⊺Σ

−1
ℓ (f − µℓ), (7)

which is equivalent to the square root of Eq. (3). The final OOD score is the
sum of the scores over all layers,

S(x) =

L∑
ℓ=1

sℓ(fℓ(x)). (8)
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4 Experiments

To explore the current state of U-OOD detection, we design a benchmark com-
paring the performance of several state-of-the-art U-OOD methods over a broad
collection of 73 experiments that involve different image modalities, sizes, per-
turbations, and different criteria for the in- and out-distributions. These exper-
iments aim to identify in what scenarios different methods may be effective and
which may not be. Our benchmark is organized in five tasks (see Fig. 3):

Unimodal CIFAR (uni-class). Similar to most works [20,21,25,41,48,53,56],
we perform 10 experiments using the CIFAR10 dataset, where each exper-
iment takes one of the 10 classes as in-distribution and uses the remaining
9 as OOD. We also use CIFAR100 for 20 experiments, where each of the
20 semantic superclasses of CIFAR100 are used as in-distribution and treat
all remaining 19 superclasses as OOD [6,15,41,56].

Unimodal anomaly (uni-ano). We use the MVTec dataset [8] which con-
tains 15 classes of images of both normal and defect objects. As in [14,28,41,43,55],
we perform one experiment per class, where the defect-free images are used
for the in-distribution and defect test images are considered OOD samples.

Unimodal anomaly medical (uni-med). We perform 7 experiments with
different medical image modalities. The first 2 experiments use optical coher-
ence tomography (OCT) scans and chest X-rays as training in-distributions
and corrupted images as OOD samples. The 3rd experiment trains the mod-
els with healthy chest X-rays and uses pathological chest X-rays as OOD. In
the remaining 4 experiments, healthy retinal fundus photographs are used for
the in-distribution and pathological fundus photographs of four increasing
severity levels are used for the OOD images [9,31,36,57].

Low-resolution domain shift (shift-low-res). 1 experiment using CIFAR10
as the in-distribution and SVHN as OOD [33,34,53,54,56]. In contrast to pre-
vious works, we do not consider CIFAR100 as OOD.

High-resolution domain shift (shift-high-res). An extended version of the
experiments on the dataset DomainNet presented by Hsu et al. [22]. We run
20 experiments separated into two groups: 10 experiments with Real-A as the

OCT:corruptions

uni-class uni-ano uni-med shift-low-res shift-high-res

IG A:QD Acarpet:defectairplane:rest CIFAR10:SVHN

Fig. 3: Example in-distribution and OOD images for each task in our proposed
benchmark. IG stands for infograph, QD for quickdraw.
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in-distribution and 10 experiments with Infograph-A as the in-distribution.
We avoid using Real-B and Infograph-B as OOD in the first and the second
group of experiments respectively.

We refer to a specific experiment by the notation in-dataset:out-dataset.
Evaluated methods: We evaluate a selection of top-performing U-OOD de-

tection methods, which we selected if they were among the top-performing meth-
ods in at least one of the above tasks. These are:MSCL [41],DN2 [6], SSD [53],
MHRot [20], DDV [31], Glow [24], IC [54], HierAD[51] and CFlow [17].

All methods are used with their default hyperparameters as given in their of-
ficial implementations, with (where applicable) the same backbone architecture.
More details can be found in the supplementary material. No hyperparameter
search was performed, given that no validation metrics exist. Specifically, Glow,
HierAD and IC models are based on the same Glow network. All other meth-
ods use a ResNet-101. All methods resize the input images to 224 × 224, with
the exception of the Glow-based and SSD models, where we found that resizing
images to 32× 32 worked better.

Additionally, we show results when using MahaAD with an EfficientNet-
b4. As MahaAD requires no neural network training and thus, unlike all other
methods except DN2, the additional computational cost for this is minimal.
Note that using a pre-trained CNN to extract image features is not a major
limitation in practice, as all standard deep learning libraries offer tools to load
and use such models in very few steps.

4.1 Results

The evaluated methods were compared in terms of performance, training times
and training complexity. We detail the results of our experiments below and
provide a deeper breakdown of the results, including additional methods, in the
supplementary material.

Performance. Most methods were inconsistent across different tasks (see
Table 1). MSCL, which performed very well in uni-class, is challenged in uni-
ano and in shift-low-res. Conversely, CFlow’s performance is high for uni-ano,
but heavily drops in uni-class and especially shift-low-res. SSD had the best re-
sults on shift-low-res but struggled with tasks involving high-dimensional images,
and DN2 scored very well on average except on shift-low-res. On the other hand,
MahaAD performed very well and with high stability across tasks. Specifically,
it performed among the top three methods in all tasks but in the low resolution
domain shift task, for which it still beats MSCL, DN2 and DDV by large
margins. Furthermore, MahaAD was the best performing method on average,
beating the second-best method, MSCL, by more than 2 percent points across
tasks. These performance instabilities were not only observed across the different
tasks reported in Table 1, but also within the tasks with fixed in-distribution
across different OOD datasets. For example, for the shift-high-res task, perfor-
mance of most methods fluctuated depending on the chosen OOD dataset (see
Fig. 4). In contrast, MahaAD again is the only method that stands out in terms
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Table 1: Performance summary in AUC over three runs on our U-OOD bench-
mark. We report performances for each task, as well as the mean over tasks and
over experiments. No standard deviation is reported for MahaAD and DN2 as
they are deterministic. (∗) Taken from original publication; (+) taken from [41];
(−) taken from [56]; (†) taken from [51]

Method Architecture
uni-class uni-ano uni-med shift-low-res shift-high-res Task Experiment

Mean Mean

Glow K = 32, L = 3 53.8±0.1 82.0±2.5 55.8±0.8 8.8 † 34.5±0.1 47.0 53.9

IC K = 32, L = 3 55.7±0.1 73.6±2.6 65.1±0.5 95.0† 65.8±0.1 71.0 63.6
HierAD K = 32, L = 3 63.0±0.4 81.6±2.1 72.5±0.6 93.9∗ 75.0±0.3 77.2 71.4
MHRot ResNet-101 83.4+ 70.8±1.0 69.0±0.7 97.8− 73.3±0.9 78.9 76.9
DDV ResNet-101 65.8±1.4 65.5±0.2 60.3±3.2 47.9±6.6 63.9±4.9 60.7 64.5
MSCL ResNet-101 96.3±0.0 86.4±0.0 75.2±0.1 88.3±0.0 74.4±0.0 84.1 86.1
CFlow ResNet-101 75.0±0.0 95.7±0.1 68.8±0.3 6.6±0.2 61.8±0.3 61.6 74.1
DN2 ResNet-101 91.2 86.2 76.7 57.4 76.0 77.5 84.1
SSD ResNet-101 83.6±0.3 65.8±3.0 64.6±0.6 99.6∗ 60.4±0.9 74.8 72.0

MahaAD ResNet-101 92.4 91.3 75.7 94.3 78.6 86.5 86.8
MahaAD EfficientNet-b4 95.1 94.4 76.8 96.2 83.8 89.3 90.1

of stability, as it performs well regardless of the in and the out datasets selected.

Training times. MahaAD was faster to train than its counterparts (see
Fig. 5). For example, in the CIFAR10:SVHN experiment (task shift-low-res),
using two GeForce RTX 3090s,MahaAD was the fastest to train, taking roughly
90 seconds to process the entire CIFAR10 dataset. Other methods with similar
performances were orders of magnitude slower: MSCL took more than half an
hour for airplane:rest and SSD took more than 12 hours for CIFAR10:SVHN.
In addition, no method performed consistently better than MahaAD on either
of these two experiments. This behavior was also observed for the other tasks.

Training complexity. Furthermore, MahaAD was simpler to train, with
fewer hyperparameters and more predictable behavior. Predicting the conver-
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Fig. 4: Relative performance (AUC divided by mean AUC on that task) for
seven methods on the shift-high-res tasks. X-axis indicates the out distribution.
(a) Real-A as in-distribution. (b) Infograph-A as in-distribution.
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gence of methods such as MSCL, CFlow and DDV was challenging as there is
no apparent correlation between the training loss and OOD performance, as also
reported in [41]. It is thus unclear when to stop training before the performance
starts degrading. While this lack of obvious stopping criterion is problematic for
many methods [37,40,41,45], MahaAD is convenient as it avoids this necessity
altogether.

4.2 Importance of data invariants

We report here additional results that support the importance of data invari-
ants, both for the quality of U-OOD detection and as a tool to analyse U-OOD
predictions and evaluation datasets.

In order to assess the importance of data invariants for U-OOD detection,
we examined which principal components are most effective at identifying OOD
samples. To that end, we measured the AUC score in four experiments by limit-
ing the Mahalanobis score of Eq. (3) to only use the subset of principal compo-
nents with highest variance, corresponding to the modes of variation of the data.
Similarly, we observed the performance with the subset of principal components
with the smallest variance, corresponding to data invariants. The latter outper-
formed the former by a large margin in U-OOD detection (see Fig. 6). Starting
from the most variant principal components, the performance slowly increases
when adding more components, converging when over 80% of the variance is
explained. On the other hand, when starting from the most invariant compo-
nent, the performance quickly converges when as little as 3% of the variance has
been explained, supporting the idea that invariants are more representative to
characterize training data and OOD samples. While other works had observed
similar findings, they either consider the supervised case [23,39], or frame it in
the context of reducing dimensionality [43].

An interesting consequence of our invariant-based interpretation of U-OOD
is that, when we considered what to include in our benchmark, some experiments
that are valid for evaluating supervised OOD methods, are in fact not suitable
for the U-OOD case. For instance, CIFAR10:CIFAR100 [33,34,53] or 9-classes:1-
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Fig. 5: Training times and performances for different methods on (a) uni-class’s
airplane:rest and (b) shift-low-res’s CIFAR10:SVHN.
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Fig. 6: The OOD AUC for four experiments with a ResNet50 using different
sets of principal components. (a) gives result starting from the first principal
components, while (b) does so from the last principal components. The x-axis of
(a) starts at 0.4 as for Infograph the most variant component of the first layer
is responsible for almost 40% of all variance.

held-out-class of CIFAR10 [3,6] were used in previous U-OOD works even though
they do not appear to meet the U-OOD criteria.

More specifically, according to our definition for U-OOD, one would expect
that by increasing the number of classes present in a training set, the invariants
associated to the high semantic features will decrease, effectively reducing the
probability that new classes are considered U-OOD. For example, training with
multiple classes from CIFAR10 (e.g., cats, dogs, cars) reduces the probability
that an additional class (e.g., plane) from CIFAR10 or CIFAR100 should be
considered OOD (Fig. 1(d)), as the class stops being an invariant. However, the
number of training classes should not affect the probability that images from a
different modality are detected as OOD, as they break other kind of invariants.
For instance, when training with images from CIFAR10, the test images from
SVHN or MNIST should still be considered OOD regardless of the number of
CIFAR10 training classes, as they are clearly distinct in appearance.

In Fig. 7, we investigate this desired behavior experimentally by analyzing
the performance of the three best-performing methods when we increased the
number of in-distribution CIFAR10 training classes. As expected, all methods
consider fewer images from CIFAR100 and one held-out class from CIFAR10
as OOD when the number of training classes increased (Fig. 7(a)). Conversely,
increasing the number of training CIFAR10 classes did not affect the predictions
for SVHN and MNIST with MahaAD, which correctly kept detecting both
datasets as OOD (Fig. 7(b)). In contrast, this did negatively affect the predic-
tions of DN2 and MSCL. According to our invariant-based interpretation of
U-OOD, MahaAD’s behavior is reasonable and consistent in these configura-
tions, yet the unexpected DN2 and MSCL results are hard to justify. To the
extent of our knowledge, no previous work on U-OOD detection had provided a
similar theoretical tool capable of interpreting and explaining results.
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Fig. 7: OOD AUC performance for different methods as a function of the number
of classes in the training set (CIFAR10), keeping its size constant. (a) Perfor-
mance on CIFAR100 and a held out CIFAR10 class as out-distribution, which
should not be considered U-OOD under our interpretation. (b) Performance on
SVHN and a held out MNIST class as out-distribution, which should be consid-
ered U-OOD under our interpretation.

5 Conclusion

Our work explores the state of U-OOD detection by observing the behavior of
methods on an extensive and varied set of tasks. By doing so, we show a compli-
cated landscape, with most methods being highly inconsistent among and within
tasks. MahaAD is however an exception to this trend, behaving consistently in
a large majority of experimental configurations. Despite being neglected in most
recent U-OOD papers, MahaAD appears to be the current best off-the-shelf
unsupervised OOD detector, as it offers good performance and consistency with-
out requiring time-consuming data pre-processing, careful tuning of the training
procedure, or hyperparameter search.

In order to explain these inconsistent results, we introduced a characteri-
zation of U-OOD based on training set invariants and showed that the Ma-
haAD method embodies a linear version of this concept. We found this frame-
work and the proposed benchmark to be useful to not only qualitatively under-
stand U-OOD detector predictions, but also to assess whether a test dataset is
in fact suitable for U-OOD evaluation or not. A key take-away is that we can-
not purely rely on semantic labels from datasets to design U-OOD evaluation
methods, as done in previous works.

In general, this points to a rather bleak conclusion: at the moment, no method
can consistently outperform a simple anomaly detector that uses naively ex-
tracted features from a network trained on a different dataset that was opti-
mized for a different task. We believe that with our invariant-based U-OOD
characterization, new appropriate methods can be designed and validated in
comprehensive ways.
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