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Abstract. In this supplementary material, we provide more implemen-
tation details and experimental results of our PCW-Net. Firstly, more
ablation study is provided to sufficiently prove the effectiveness of the
proposed method. Then, we introduce the inherent principle of the pro-
posed switch training strategy. Finally, we discuss the limitations of our
method and show more visual results.

1 More Ablation Studies

To further verify the proposed PCW-Net, more ablation studies with different
model settings are conducted here. For efficient evaluation, only the KITTI 2015
dataset (without pre-training from Scene Flow) has been used for training and
evaluation. Generally, four types of experiments have been executed here.
Selection of the Dres in Warping Volume. The displacement Dres is an es-
sential hyper-parameter in the construction of warping volume, which determines
the residue searching range in the refinement network. We test three different
values here, including 48, 24 and 8. As shown in Tab. 1, we find that setting
searching range as 24 achieves the better performance and a larger or smaller
setting will give a negative influence on the network.
Loss function.We employ smooth-l1 as our loss function. Generally, the smooth-
l1 loss is robust to outliers than l2 and easier to converge to a local minimum
than l1. Here, we test the impact of employing other loss functions. As shown
in the Loss Function section of Tab. 1, the smooth-l1 loss achieves lower D1 all
error rate, which proves the superiority of the used smooth-l1 loss.
Feature extraction backbone. We construct a Resnet-like network for fea-
ture extraction. Although stereo matching methods usually don’t use universal
backbones for feature extraction, we test the impact of employing some standard
backbones, i.e., resnet-34 to verify the effectiveness of the proposed method. As
shown in the Backbone section of Tab. 1, compared with the commonly used
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Table 1: Ablation Study of the proposed method on the KITTI2015 dataset. D1 all
is used for evaluation (the lower the better). We test a component of our method
individually in each section of the table and the approach which is used in our final
model is underlined.

Experiment Method
KITTI

D1 all

Selection of the Dres

8 2.00

24 (ours) 1.97

48 2.03

Loss Function

l1 loss 2.00

l2 loss 3.41

smooth-l1 loss (ours) 1.97

Backbone

Resnet-18 2.51

Resnet-34 2.21

Ours 1.97

Table 2: Detailed ablation of multi-scale cost volume fusion module. D, E, and F
represent decoder blocks, encoder blocks, and fusion blocks, respectively.

Experiment Method
KITTI

D1 all
Parameters

Multi-scale Cost Volume Fusion

D+E 2.09 2.5M

D+E large 2.06 3.5M

D+E+F (ours) 1.97 4.0M

backbones, such as Resnet-18 and Resnet-34, the proposed resnet-like network
achieves better performance.
Multi-scale cost volume fusion. In the ablation studies of main paper, we
have verified the effectiveness of our multi-scale cost volume fusion module. How-
ever, the proposed module also introduces an additional amount of parameter.
Here, we give more detailed ablation study to prove the performance gain of our
multi-scale cost volume fusion module is from the design itself rather than the
stacking of 3D convolution layers. Params denote the total parameters of our
multi-scale cost volume fusion module. As shown in Tab. 2, D+E denotes re-
moving the fusion blocks which means we don’t use the multi-scale combination
volume information and only employ stacked 3D convolution layers to regularize
the first scale combination volume with an encoder-decoder manner. D+E large
denotes we preserve the fusion block, i.e., changing Eq.2 of the main paper
F i = Conv(V i||Ei) to F i = Conv(Ei), to keep the same number of 3D convolu-
tion layers and similar parameters with our original network design (D+E+F).
Experimental results show that the performance gain of only adding 3D convo-
lution layers is minor (2.06% vs 2.09%) and the usage of multi-scale combination
volume information can significantly promote the performance.

2 Switch Training Strategy

As mentioned in the implementation detail section of the main paper, here we
discuss the inherent principle of the proposed switch training strategy. In specific,
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Table 3: Ablation study of switch training strategy. E denotes epoch.

Method
SceneFlow KITTI 2015 (w/o finetuning)
EPE (px) D1 all (%)

Relu (20 E) 0.9841 5.77
Mish (20 E) 0.9379 5.67
Mish (35 E) 0.8528 6.08

Relu (20 E) + Mish (15 E) 0.7868 5.55

Fig. 1: Comparison between Relu and Mish

the activation function introduces non-linearity to the neural network and plays
an important role in the network design, in which Relu [5,7,9] and Swish [10,6]
are two commonly used ones. Recently, a new activation function Mish [8] has
been introduced and shown its effectiveness in many challenging tasks because
of its unbounded above, bounded below, smooth and non-monotonic properties.
(see Figure 1 for the visualization comparison between Relu and Mish). As shown
in Table 3 we also prove Mish is a better activation function in stereo matching
compared with Relu by our experiment.

Besides, prolonging the pre-training process on the SceneFlow dataset is a
general strategy to improve model performance for stereo matching tasks. How-
ever, the performance is heavily limited when only using the Mish activation
function. This phenomenon may come from overfitting issues because prolong-
ing the training process is not necessary forMish due to its effective optimization
capacity. As shown in Tab. 3, we can find that, after the extension of the training
process, the EPE has been significantly declined on the SceneFlow dataset while
the generalization ability on KITTI 2015 becomes worse, which proves the over-
fitting issues. To relieve the problem, we propose the switch training strategy,
which utilizes the property of Mish that can directly replace the original activa-
tion function (e.g., Relu) without retraining a new model. Specifically, we first
use Relu to get a pre-trained model in the SceneFlow dataset and then switch
the activation function into Mish for the extension of the training process.
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3 More Visualization Results and Comparison

3.1 Performance v.s. Inference Time

In this section, we compare our method with other state-of-the-art methods in
terms of running time, generalization, and fine-tuning performance. As shown in
Figure 2, our method can achieve state-of-the-art performance and generalization
on both KITTI2012 and KITTI2015 datasets with comparable running time.

3.2 More Visualization results of Extracted Feature Map

More visualization results of extracted feature maps on various real datasets, i.e.,
kitti2012&2015 and ETH3D, are provided in this section. As shown in Figure. 3
(b), GWCNet [4] only extracts features with 1/4 scale of the input image, which
only contains local information such as textures, thus the performance is limited.
On the contrary, our method extracts features with multi-scales, which contains
much more high-level information (sub-figs (c)-(f)), i.e., textures (c), contours
(d,e), and areas (f). Typically, non-local information (such as contours and area)
is more robust to domain changes and that is why our method achieves better
generalization ability.

3.3 Initial Disparity vs Final Disparity

We provide visualization comparisons between initial disparity and final disparity
in Figure 6, and as shown in Figure 6, our refinement network can efficiently
recover some missing details of the initial disparity and improve the estimation
result of fence region and left occluded areas (see dash boxes in the picture).

3.4 Finetuning Performance on KITTI

In this section, we give more visualization results of KITTI2012&2015 testset.
All results are obtained from the official KITTI evaluation website. From Fig. 4
and Fig. 5, we can easily find that our method can achieve better results in
the occlusion regions and fence regions (see dash boxes in the picture). The
visualization results further support our claim that employing multi-scale cost
volumes can guide the network to learn the affiliation between an object and its
sub-region, thus promoting the estimation of the textureless region and repeated
pattern.

3.5 Cross-domain Generalization Evaluation

In this section, we give more cross-domain generalization evaluation results in
Figure. 7. All methods are only trained on the synthetic data and evaluated
on three real datasets, including KITTI 2012, KITTI 2015, and ETH3D. Ac-
cording to Figure. 7, we can clearly see that the generalization of most existing
dataset-specific methods are limited for unseen real scenes, while our method
can correct most errors and generate a more reasonable result, thus with better
generalization ability.
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3.6 Finetuning Performance on Argoverse

We also demonstrate the visualization results of Argoverse dataset in Figure 8.
Argoverse is a high-resolution real-world dataset which are collected from a driv-
ing car. In comparison to KITTI, it has larger resolution (10 times larger than
KITTI) and more training frames (16 times larger than KITTI), making it a
more challenging dataset. As shown in Fig. 8, our method can generate reason-
able results on the Argoverse dataset, which proves that our method can handle
images with large resolutions.

3.7 Finetuning Performance on SceneFlow

In this section, we give some visualization results on the Scene Flow dataset. As
shown in Fig. 9, more visual appealing results can be obtained by our method
on the Scene Flow dataset.

4 Detailed Network Structure

In this section, we show the detailed network structure of our multi-scale fea-
ture exaction, multi-scale combination volume construction, and multi-scale cost
volume fusion module in Table 4.

5 Limitations

As shown in Figure 2, our method can achieve state-of-the-art performance and
generalization on both KITTI2012 and KITTI2015 datasets with a comparable
inference time. However, our method cannot achieve real-time stereo matching
speed, which is a commonly existing problem in the task of stereo matching.
Specifically, our method needs 0.44s to predict a KITTI stereo pair (1242 ×
375). This is mainly caused by the employing of 4D combination volumes. Re-
cently, most of the top-performing networks [3,13,2,1] in public leaderboards
propose to construct 4D cost volume for better disparity estimation. Although
the usage of 4D cost volume can significantly improve the performance, it re-
quires higher computational complexity and memory consumption. To relieve
this, some methods propose to construct single-feature 3D cost volume [12,11]
for efficient stereo matching. These methods can achieve nearly real-time speed
while suffering a significant sacrifice on accuracy due to the decimation of fea-
ture channels. Hence, it is still challenging to achieve real-time inference with
satisfactory generalization and finetuning performance. We will further explore
the problem in the future work.

6 Screenshots on Diverse Benchmark

In this section, we show some screenshots of KITTI2015&2012 and Argoverse
benchmark. As shown in Fig. 10, Fig. 11, and Fig. 12, the proposed PCW-Net



6 Shen, Zhelun et al.

set new SOTA performance on both the KITTI 2012 and Argoverse leaderboards
among all the methods with publications, while it also achieves the 2nd on the
KITTI 2015 benchmark. The screenshots further support our claim that the pro-
posed method can achieve consistent SOTA finetuning performance on diverse
real-world datasets with different proprieties.

(a) generalization (b) fine-tuning (a) generalization (b) fine-tuning
KITTI 2015 KITTI 2012

Fig. 2: Plots comparing generalization ability and fine-tuning performance vs infer-
ence time on KITTI 2012&2015 dataset. Generalization: all methods are trained on
synthetic datasets and then tested on the target dataset to evaluate the cross-domain
generalization. Fine-tuning: all methods are finetuned on the training sets of target
datasets and then tested on the testing set of target datasets to evaluate the finetuning
performance. D1 all is used for evaluation (the lower the better) and PCWNet is our
method, which achieves the best overall performance.

Fig. 3: Visualization of extracted multi-scale feature maps on three real-world datasets
(from top to bottom: ETH3D, KITTI2015, and KITTI2012). All methods are trained
on synthetic data (SceneFlow) and tested on unseen real scenes. Note that GWCNet
only extracts feature maps at 1/4 scale for following single-scale cost volume con-
struction while our method extracts multi-scale feature maps for pyramid cost volume
construction.
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(a) left image (b) PCW-Net (c) GANet-deep (d) GWCNet

Fig. 4: More visualization results on KITTI 2012 testset. The left panel shows the
left input image of stereo image pair, and for each example, the first row shows the
predicted colorized disparity map and the second row shows the error map.

(a) left image (b) PCW-Net (c) GANet-deep (d) GWCNet

Fig. 5: More Visualization results on KITTI 2015 testset.The left panel shows the
left input image of stereo image pair, and for each example, the first row shows the
predicted colorized disparity map and the second row shows the error map.
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(a) left image (b) initial disparity (c) final disparity

Fig. 6: Visualization comparison between the initial disparity and final disparity. The
left panel shows the left input image of stereo image pair, and for each example, the
first row shows the predicted colorized disparity map and the second row shows the
error map.
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KITTI2015
(a) left image (b) PCW-Net (c) GANet-deep (d) GWCNet

KITTI2012
(a) left image (b) PCW-Net (c) GANet-deep (d) GWCNet

ETH3D
(a) left image (b) PCW-Net (c) GANet-deep (d) GWCNet

Fig. 7: Domain-across generalization comparison on KITTI2012&2015 and ETH3D
trainset. The left panel shows the left input image of stereo image pair, and for each
example, the first row shows the predicted colorized disparity map and the second row
shows the error map.
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(a) left image (b) PCW-Net (c) error-map

Fig. 8: Visualization results on the Argoverse dataset. The left panel shows the left
input image of stereo image pair, and for each example, the colorized disparity map
and the error map of PCW-Net are presented.

(a) left image (b) PCW-Net (c) error-map

Fig. 9: Visualization results on the Scene Flow testset. The left panel shows the left
input image of stereo image pair, and for each example, the colorized disparity map
and the error map of PCW-Net are presented.
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Table 4: Detailed network structure of our multi-scale feature exaction, multi-
scale combination volume construction, and multi-scale cost volume fusion mod-
ule. Each convolutional layer is followed with a batch normalization and a acti-
vation function (unless otherwise specified). ∗ denotes the activation function is
not included and ∗∗ denotes only convolutional layer.

Output input Layer Description(k,s,f) Output dimension

Multi-scale Feature Exaction

conv0 1 picture 3× 3, 2, 32 1
2
H × 1

2
W × 32

conv0 2 conv0 1 3× 3, 1, 32 1
2
H × 1

2
W × 32

conv0 3 conv0 2 3× 3, 1, 32 1
2
H × 1

2
W × 32

conv0 4 conv0 3

[
3× 3, 32
3× 3, 32

]
× 3 1

2
H × 1

2
W × 32

conv0 5 conv0 4

[
3× 3, 64
3× 3, 64

]
× 16, stride = 2 1

4
H × 1

4
W × 64

conv0 6 conv0 5

[
3× 3, 128
3× 3, 128

]
× 3 1

4
H × 1

4
W × 128

conv0 7 conv0 6

[
3× 3, 128
3× 3, 128

]
× 3, dila = 2 1

4
H × 1

4
W × 128

conv0 8 conv0 7

[
3× 3, 192
3× 3, 192

]
× 3, stride = 2 1

8
H × 1

8
W × 192

conv0 9 conv0 8

[
3× 3, 256
3× 3, 256

]
× 3, stride = 2 1

16
H × 1

16
W × 256

conv0 10 conv0 9

[
3× 3, 512
3× 3, 512

]
× 3, stride = 2 1

32
H × 1

32
W × 512

Multi-scale Combination Volume Construction

conv0 11 concat conv0 5,conv0 6,conv0 7 1
4
H × 1

4
W × 320

gw v1
gw v2
gw v3
gw v4



conv0 11
conv0 8
conv0 9
conv0 10

 3× 3, 1, 320
1× 1, 1, 320∗∗

groupwise correlation


1
4
H × 1

4
W × 40

1
8
H × 1

8
W × 40

1
16
H × 1

16
W × 40

1
32
H × 1

32
W × 40



concat v1
concat v2
concat v3
concat v4



conv0 11
conv0 8
conv0 9
conv0 10

 3× 3, 1, 128
1× 1, 1, 12∗∗

concat left and shifted right feature


1
4
H × 1

4
W × 24

1
8
H × 1

8
W × 24

1
16
H × 1

16
W × 24

1
32
H × 1

32
W × 24



combine v1
combine v2
combine v3
combine v4

 concat concat v and gw v


1
4
H × 1

4
W × 64

1
8
H × 1

8
W × 64

1
16
H × 1

16
W × 64

1
32
H × 1

32
W × 64


Multi-scale Cost Volume Fusion

3Dconv0 combine v1
3× 3× 3, 1, 32
3× 3× 3, 1, 32

1
4
D × 1

4
H × 1

4
W × 32

3Dconv1 3Dconv0

[
3× 3× 3, 1, 32
3× 3× 3, 1, 32

]
1
4
D × 1

4
H × 1

4
W × 32

3Dconv2 1 3Dconv1 3× 3× 3, 2, 64∗∗ 1
8
D × 1

8
H × 1

8
W × 64

3Dconv2 2 concat 3Dconv2 1,combine v2 3× 3× 3, 1, 64 1
8
D × 1

8
H × 1

8
W × 64

3Dconv2 3 3Dconv2 2 3× 3× 3, 1, 64 1
8
D × 1

8
H × 1

8
W × 64

3Dconv3 1 3Dconv2 3 3× 3× 3, 2, 128∗∗ 1
16
D × 1

16
H × 1

16
W × 128

3Dconv3 2 concat 3Dconv3 1,combine v3 3× 3× 3, 1, 128 1
16
D × 1

16
H × 1

16
W × 128

3Dconv3 3 3Dconv3 2 3× 3× 3, 1, 128 1
16
D × 1

16
H × 1

16
W × 128

3Dconv4 1 3Dconv3 3 3× 3× 3, 2, 128∗∗ 1
32
D × 1

32
H × 1

32
W × 128

3Dconv4 2 concat 3Dconv4 1, combine v4 3× 3× 3, 1, 128 1
32
D × 1

32
H × 1

32
W × 128

3Dconv4 3 3Dconv4 2 3× 3× 3, 1, 128 1
32
D × 1

32
H × 1

32
W × 128

shortcut 3 3Dconv3 3 1× 1× 1, 1, 128∗ 1
16
D × 1

16
H × 1

16
W × 128

deconv 3 3Dconv4 3
3× 3× 3, 2, 128
add shortcut 3

1
16
D × 1

16
H × 1

16
W × 128

shortcut 2 3Dconv2 3 1× 1× 1, 1, 64∗ 1
8
D × 1

8
H × 1

8
W × 64

deconv 2 deconv 3
3× 3× 3, 2, 64
add shortcut 2

1
8
D × 1

8
H × 1

8
W × 64

shortcut 1 3Dconv1 1× 1× 1, 1, 32∗ 1
4
D × 1

4
H × 1

4
W × 32

deconv 1 deconv 2
3× 3× 3, 2, 32
add shortcut 1

1
4
D × 1

4
H × 1

4
W × 32
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Fig. 10: Screenshot of the KITTI 2012 leaderboard.

Fig. 11: Screenshot of the KITTI 2015 leaderboard.

Fig. 12: Screenshot of the Argoverse benchmark.
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