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Abstract. Due to the limitation of space in the main paper, we provide
more detailed analysis for the proposed Selection and Cross Similarity
framework and present more experimental results in this supplementary
material. Specifically, in Sec. 1, we describe more detailed implementa-
tion details for reproduction. In Sec. 2, we provide more experimental
results. Lastly, in Sec. 3, we provide the discussion and future direction
of this study.

1 Implementation Details

1.1 Details of Differential Event Selection Network

The proposed Differential Event Selection Network comprises a score network
and image reconstruction network. In this section, we describe the implemen-
tation details of the score network, the image reconstruction network, and the
Top-K algorithm.
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Fig. 1. The proposed network structure for score network.

Score Network. To score each bin of a voxelized event, we use image informa-
tion as a condition. To consider the spatial location correlation between events
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and images, we create a unified tensor through concatenation. Through a convo-
lution layer with a stride of 2, downsampling goes through 3 times, and finally,
the score for each channel is calculated by global average pooling.

Our score network is designed to be very shallow and lightweight, considering
the cost. Instead, we use an image at a specific time as a condition to efficiently
find events related to the scene. This mechanism is similar to [4], which generates
the desired class based on a specific conditioning input. Our score network uses
images with spatially dense information as conditional input and can effectively
extract relevant events despite being structurally shallow design.
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Fig. 2. The proposed network structure for image reconstruction network.

Image Reconstruction Network. We design the image reconstruction net-
work in the differential event selection network so that the score network can
be stably supervised by back-propagation from image reconstruction in the ini-
tial training. Since this image reconstruction network is not explicitly used for
disparity estimation, it is only used for training and can be freely removed for
inference.

Top-K Algorithm. As discussed in the main paper, the Top-K algorithm is
equivalent to the following equation:

argmax
H∈C

⟨H,M1⊤⟩, (1)

with solutions Hb,k ∈ {0, 1}B×K. This means that the column of matrix H is a
one-hot vector that selects the index of highest score based on the score map M .
Also, to consider the time sequence of event data, we introduce index-sort as a
constraint as follows:

C =
{
H ∈ RB×K :Hb,k ≥ 0,1⊤H = 1,∑

i∈[B]

iHi,k <
∑
j∈[B]

jHj,k′ for ∀k < k′}. (2)

This ensures that the preceding event index lies in the smaller column index of
the matrix. Since event data is sequential data, keeping order is fundamental.
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1.2 Details of Cross Similarity Feature Extraction.

In this subsection, we provide implementation details for Cross Similarity Fea-
ture (CSF), not covered in the main paper because of not enough space.
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Fig. 3. The overall framework of feature extraction.

Overall Architecture of Feature Extraction. We describe the detail of the
proposed feature extraction in Fig. 3. Events selected from the differential event
selection network are discrete in time series. Therefore, considering temporal
information, for sequential embedding, we employ ConvLSTM, proposed in [6].
After that, images and events are extracted through the convolution layer as
individual features, go through a step-type CSF block, and finally completed as
a unified feature. The CSF block will be explained in detail throughout next
subsection.

CSF Block and increasing the receptive field. In the main paper, we dis-
cussed the generation of a Cross Similarity Feature that considers the spatial
correlation of two modalities through CSF. In particular, we also consider the
pixel neighborhood for the association with the event, which is temporally vari-
able even between two frames. However, the correlation between distant events
and images may be necessary depending on the motion, and we propose a strat-
egy to increase the receptive field. Instead of increasing the size of the kernel, as
shown in Fig. 4, we design a CSF block that merges features of various recep-
tive fields, which is generated by CSF modules with multiple dilations, into one
unified feature.

Various similarity function. In main paper, we exploit the widely used co-
sine similarity to consider the similarity between two modalities. We tried and
introduced another similarity method [1,3], but it didn’t work well in our setup.
We remain the exploring new similarity functions as future work.
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Fig. 4. Left: The detail of the CSF Block used in feature extraction. Right: An
example of a CSF case where dilation is 2.

Table 1. Results obtained for disparity estimation on DSEC datasets. (E) implies that
the event data are adopted as the input, (I) means that the image data are adopted
as the input, and (E+I) means both event and image are adopted. We report the
results for each sequence in three different areas (Interlaken, Thun, and Zurich City)
as well as the results of all sequences averages. The best and the second best scores are
highlighted and underlined.

Model
1PE ↓ 2PE ↓ MAE ↓ RMSE ↓

Inter Thun City All Inter Thun City All Inter Thun City All Inter Thun City All

GwcNet-g (E) 14.44 14.27 15.14 14.73 4.32 4.76 3.78 4.13 0.66 0.71 0.66 0.66 1.45 1.73 1.43 1.47

GwcNet-g (I) 5.64 6.14 7.85 6.66 1.07 1.58 1.25 1.21 0.39 0.44 0.45 0.42 0.85 1.11 0.95 0.92

Ours (E+I) 4.86 5.30 6.62 5.67 0.87 1.24 1.05 0.99 0.36 0.40 0.41 0.39 0.79 1.02 0.87 0.85

2 More Qualitative Results

2.1 The effectiveness of CSF module

We provide qualitative results for our proposed CSF module in Fig. 5. In the main
paper, we have done enough quantitative ablation studies, but the qualitative
results more clearly demonstrate the effectiveness of the CSF module. Compared
with the model that does not use CSF, the proposed network effectively utilizes
the event that hints at the boundary of the object. In particular, the CSF module
effectively separates objects from the background, and sharp disparity estimation
is possible.

2.2 Additional evaluation on DSEC dataset

Advantages of using the cross-modalities. We show the results of the ab-
lation study on the use of modality in Table 1. Since we utilize GwcNet-g [2]
as a baseline, the experiments on single modalities (events or images) also use
the same network. Stereo disparity estimation using event modality has defi-
cient performance compared to image-based. However, using events and images
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Fig. 5. Qualitative results for the use of the CSF module on the MVSEC dataset.

together, our method surpasses image-based stereo. In other words, using both
modalities together is effective for stereo performance. In particular, the pro-
posed method outperforms image-based by noticeable margins in the Zurich
city sequence, which includes challenging illumination.

The results indicate that, although event data can reflect the edge and bound-
ary information, only event-based methods cannot accurately obtain dense 3D
information because events are inherently sparse and noisy. However, when spa-
tially dense images are used together, an efficient effect is shown in stereo match-
ing. Specifically, our method reduces from 6.66 to 5.67 in one-pixel-error for the
all average sequence compared to the image-based method.

Challenging illumination scene. The advantage of using an event camera is
its ability to work in challenging illumination scenes. We show the qualitative
evaluation according to modality in Fig. 6. As can be seen, the event data cap-
tured in the challenging illumination (1st column) can detect objects, which are
not visible in the image. Therefore, stereo depth estimation using only images
in low light provides distorted or smoothed 3D information of the object (4th
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Fig. 6. Qualitative results for various modalities on the challenging illumination scene.
(I) indicates that only the image is adopted as the model modality, and (E) implies
that only the event data are adopted as the input. Ours means using both modalities
together in our proposed method.

column). On the other hand, although an event can detect an invisible entity
(5th column), it often mismatches pixel-level correspondence because it is noisy.
Our model, which leads to a correlation that takes advantage of the two modal-
ities and complements them, is also capable of sharp depth estimation even in
challenging illumination circumstances.

General scene. Our fusion modality model also shows superiority in general
scenes. Moreover, our model can clearly distinguish objects from the background
through spatial locations correlation of events and images. The results for the
general scene are shown in Fig. 7, which shows the strength of using both modal-
ities. Image-based stereo matching has an issue in that edge-fattening at depth
discontinuities and the smoothed boundary of an object. Therefore, precise stereo
matching considering the separation of structure is complex. On the other hand,
our method sufficiently solves the edge-flattening issue, enabling sharp depth
estimation. Using event and image together leads to good results not only in
challenging situations but also in general stereo matching problems.

3 Discussions

3.1 The effectiveness of event data in stereo matching

The motivation for using the event camera in stereo matching can be viewed
from two perspectives.
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Fig. 7. Qualitative results for various modalities on the general scene.

The first is the hardware strength of the event camera. Event cameras have
very low latency and cover a high dynamic range, making them intrinsically
immune to motion blur and suitable for extreme lighting scenes. Therefore, the
event camera can enrich the missing information as a complementary source
for the shortcomings of the RGB sensor. This point of view has been mainly
addressed in previous work [5, 7] and has been verified through experiments.

The second feature is that the event camera provides edge information. Since
event data is mainly triggered at the boundary of the object where the intensity
change occurs, it can be an ideal tool in stereo matching. However, this perspec-
tive has been less studied, so we elaborately design networks to highlight these
features. In particular, we extract the refined event with a differential event se-
lection network and consider the correlation between the two modalities through
the CSF module. The experimental results show that our approach can solve the
depth discontinuous in the boundary of the object, which has been a problem in
the existing image-based stereo matching.

3.2 Value of this work for the community

In this paper, we propose the differential event selection network and cross simi-
larity feature for stereo matching. From the experimental results, we demonstrate
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the effectiveness of the proposed components. Especially, our approach achieve
the significant performance boost than previous state-of-the-art method [5] and
single modality baselines. Our approach shows advantages not only in challenging
illumination conditions, but also in general scenes. Although we have focused on
experiments on stereo matching, our framework is generally applicable to tasks
that use images and events together. In the future work, we will extend our
approach to other task, such as optical flow, object detection that require the
advantage of both modalities (event and image).
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