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1 DSEC-Semantic

Our newly introduced event-based semantic segmentatation dataset, termed
DSEC-Semantic, is constructed based on sequences of the large-scale DSEC [3]
dataset, see Fig. 1. To generate the semantic labels, we first warp the images
from the left frame-based camera with a resolution of 1440 × 1080 to the view of
the left event camera with a resolution of 640 × 480. The last 40 rows are then
cropped since the frame-based camera does not capture these regions. Thus, the
the DSEC-semantic labels have a resolution of 640 × 440. In a second step, we
apply a state-of-the-art semantic segmentation method [10] to the warped images
to generate the labels. We use pre-trained weights provided by the author.

By doing so, we obtain fine-grained labels for 19 classes in the first place,
which have the same classes than the Cityscapes labels for evaluation. We then
further convert the 19 class labels into 11 classes (background, building, fence,
person, pole, road, sidewalk, vegetation, car, wall, and traffic sign) for our
experiments. Since frame cameras suffer from image degradation in challenging
illumination scenes, we only label a subset of sequences of the DSEC dataset
which are recorded during the day to ensure high-quality labels. For the training
set, we labeled 8082 frames of the following sequences: ’zurich city 00 a’,
’zurich city 01 a’, ‘zurich city 02 a’, ‘zurich city 04 a’, ‘zurich city 05 a’,
‘zurich city 06 a’, ‘zurich city 07 a’, ‘zurich city 08 a’. For the test set, we
generated labels for 2809 frames of the following sequences: ‘zurich city 13 a’,
‘zurich city 14 c’, ‘zurich city 15 a’.
The dataset and detailed instructions are available at https://dsec.ifi.uzh.
ch/dsec-semantic/

2 Event Representation

We convert an event stream E to a sequence of grid-like representations [2],
such as voxel grids [11] Vk. Each voxel grid is constructed from non-overlapping
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Fig. 1. We release a new semantic segmentation dataset for the DSEC [3] dataset
containing accurate and fine-grained labels. The pseudo labels are constructed based
on the RGB images and a state-of-the-art frame-based segmentation network [10].

windows Ek each with a fixed number of events

Vk(x, y, t) =
∑

ej∈Ek

pjδ(xj − x)δ(yj − y)max{1− |t∗j − t|, 0}, (1)

where δ is the Kronecker delta and t∗j = (B − 1)
tj−t0
∆T where B is the number of

bins, ∆T is the time window of events and t0 is the time of the first event in the
window.

3 Network Architecture

Our network is a fully convolutional network inspired by the U-Net [8] archi-
tecture. We use an E2VID encoder EE2VID and an E2VID decoder DE2VID as
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illustrated in Fig. 4 of [7] with the pre-trained weights provided by the author.
The E2VID encoder EE2VID includes a head layer H and three recurrent encoder
layers E i with (i = 0, 1, 2). We use the outputs of these three encoder layers as
the recurrent, multi-scale embedding zevent. The E2VID decoderDE2VID consists
of the remaining two residual blocks Rj , three decoder layers Dl, and the final
images prediction layer P. For the image encoder Eimg, we use the first layers up
to the sixth residual block of ResNet-18 [4] without the first max-pooling layer.
We use the outputs of the second and fourth residual blocks as skip connections
for the task network. The encoder weights are initialized with parameters from
ImageNet [9]. The task network T consists of five residual blocks followed by
seven convolution layers, and three upsampling layers lie in between. We use
concatenation for the skip connection and nearest-neighbor interpolation with
an upsampling factor of two for each upsampling layer.

4 Training Details

DDD17 For the experiments on DDD17, we use Cityscapes [1] as the labeled
source domain and DDD17 as the unlabeled target domain. For each sample,
we convert the events into a sequence of 20 voxel grids, each with 32’000 events.
The hyper-parameters λ1, λ2, λ3, and λ4 are set as 1, 0.01, 1, and 0.01, respec-
tively. We set the learning rates as 1 × 10−5 for Eimg and 1 × 10−4 for T . We
empirically found that having a smaller learning rate on Eimg and activating the
accumulation of gradients for Eimg in the first stage help improve the results. We
train our model using the RAdam optimizer [5] with a batch-size of 16 for 50’000
iterations. Additionally, for the comparison with E2VID [7] in the UDA setting,
we retrain the image encoder and task network (forming a U-Net) on grayscale
images and labels from the Cityscapes dataset [1]. Similar to our method, we
train [6] in our UDA setting with the same source and target domains.
DSEC-Semantic Similar to the experiments on DDD17, we leverage the
Cityscapes datasets as the labeled source dataset. The difference is that we now
use the DSEC-Semantic dataset as the target domain. We increase the number
of events per voxel grid to 100’000 due to the higher resolution. To ensure the
capturing of enough events at the beginning, we remove the first six samples of
each sequence. For computational reasons, we further skip every second sample
of a selected sequence, which results in a training set of size 4017 and a test set
of size 1395. The hyper-parameters λ1, λ2, λ3, and λ4 are now set as 1, 1, 1, and
1, respectively. We use the same RAdam optimizer to train our model with a
larger learning rate of 5× 10−4 (for both Eimg and T ), and a smaller batch-size
of 8, for 25’000 iterations.

5 E2VID Driving Dataset

To show that our method also works with completely unpaired and unlabeled
data, we have applied it to the E2VID dataset [7], which contains driving se-
quences. The dataset features events recorded with a Samsung DVS Gen3, and
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Fig. 2. Qualitative samples on E2VID dataset for the UDA setting, i.e., no event
labels are available during training. There are no synchronized and aligned image and
events available, thus we have selected the image in the dataset closest to the scene
captured by the events.

images recorded with a Huawei P20. Both cameras were mounted behind a car
windshield, however, neither a external calibration nor a time synchronization is
available. Thus this dataset contains completely unpaired and unlabeled events.
Nevertheless, our method can learn the task on the image of Cityscapes and
transfer it to the E2VID dataset, as shown in Fig. 2.
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