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Abstract. Efficient video recognition is a hot-spot research topic with
the explosive growth of multimedia data on the Internet and mobile de-
vices. Most existing methods select the salient frames without awareness
of the class-specific saliency scores, which neglect the implicit association
between the saliency of frames and its belonging category. To alleviate
this issue, we devise a novel Temporal Saliency Query (TSQ) mecha-
nism, which introduces class-specific information to provide fine-grained
cues for saliency measurement. Specifically, we model the class-specific
saliency measuring process as a query-response task. For each category,
the common pattern of it is employed as a query and the most salient
frames are responded to it. Then, the calculated similarities are adopted
as the frame saliency scores. To achieve it, we propose a Temporal
Saliency Query Network (TSQNet) that includes two instantiations
of the TSQ mechanism based on visual appearance similarities and tex-
tual event-object relations. Afterward, cross-modality interactions are
imposed to promote the information exchange between them. Finally,
we use the class-specific saliencies of the most confident categories gen-
erated by two modalities to perform selection of salient frames. Exten-
sive experiments demonstrate the effectiveness of our method by achiev-
ing state-of-the-art results on ActivityNet, FCVID and Mini-Kinetics
datasets. Our project page is at https://lawrencexia2008.github.io/
projects/tsqnet.
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1 Introduction

In the recent years, video understanding has drawn considerable attention from
the community [9,15,45,54,49,41] for the inexorable increase of video content
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on the Internet. Much progress has been achieved on the techniques to model
complex video events, which can be glimpsed on promising precision on multiple
benchmark datasets [18,35]. However, computational costs grow proportionally
to the recognition accuracy. This hinders the deployment of video recognition
systems in resource-constraint environments, e.g. IoT, self-driving and mobile
phone applications. Hence, it is imperative to develop efficient video recognition
systems to meet the rising demands of resource-efficient applications.

There are many studies that have been conducted on efficient video recogni-
tion. One set of approaches focus on designing lightweight architectures [38,10].
At the other end of the spectrum are the dynamic inference-based approaches,
which typically utilize a lightweight policy network to preview the video events,
and allocate computation resources depending on the saliency of frames. They
implant a policy network (or sampler network) inside the reinforce learning
paradigm [47,51,22], or adopt attention weight as a proxy of policy under the
attention mechanism [11,13]. The sampler networks are optimized under the
assumption that the most salient frames/regions contribute most to the video
representation, which produces one-size-fits-all, i.e., class-agnostic frame saliency
measurements.

Actually, salient patterns are tightly associated with the category semantics.
However, one-size-fits-all saliencies are not sensitive to fine-grained semantics. In
particular, the sampler may overestimate the saliency of some frames which seem
to be representative, but they actually belong to other categories rather than the
real one of the current video. By contrast, a human can precisely elect the most
informative frames with the aid of prior information about the probable category
of the video. Because we can naturally build the logic connection between frame
sequences and the common pattern of the predicted category, which can be
understood as a query-response manner. For example, in Figure 1, one can easily
select the 3rd, 6th and 7th frames from the video with the assumption that the
video may belongs to Tailgate Party. By contrast, one-sizes-fit-all sampler
may also be inclined to 5th frames besides those three frames for it is quite
representative for another category, e.g. Parking Car.

Inspired by this observation, in this paper, we cast frame saliency measuring
as a querying process, to enable discriminative class-specific saliency measure-
ment. To this end, we present a novel Temporal Saliency Query (TSQ)
mechanism, which can measure saliencies of all semantic categories over frame
sequence in parallel, and select the saliency of highly-confident categories as final
the result. Concretely, we formulate class-specific saliency measuring as a query-
response task. The common patterns of the various categories are adopted as
query, and frame representations gathered by category-frame similarities are
taken as the response. Then, the category-frame similarities can be regarded
as frame saliencies. A conceptual overview of the TSQ mechanism is shown in
Figure 1. Specifically, we use cross attention in Transformer Decoder [39] to
model many-to-many category-frame similarities in parallel. On one hand, we
represent the common pattern of a category, namely TSQ embedding, by vi-
sual prototypes. And the query process is performed over the visual feature of
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Question:
Which frames are the 
most salient for ____ ?

(tailgate party, 
parking cars , playing 

chess……)

Answer:
Fame 3rd 6th and 7th 
are more likely to be 

tailgate party;
Frame 5th is likely to 

be parking car.……

Checking the common 
patterns of these categories.

A video of Tailgate Party

1                 2                  3                 4                  5                 6                 7              8

Fig. 1. A conceptual overview of the TSQ mechanism. We cast the saliency
estimation task as a query-response task. We ask each category a question: Which
frames are the most salient ones for it? As we can see in the above example, we get
the answer that frames 3rd, 6th, 7th are most salient for tailgate party and the frame
5th is salient for parking car. No frame is salient for playing chess.

the frame sequence. On the other hand, to handle large intra-class variations
of visual appearance, we measure saliency by textual event-object relations for
complementary information. As we know, the objects in videos are closely asso-
ciated with the category annotation of video. For instance, cake, candle and
balloon with birthday party. To model the semantic relationships between
object and category, we first employ BERT [7] to represent the object with word
embedding of its name. Taking the product as textual embedding, we construct
another textual branch in the TSQ mechanism, where the query process is exe-
cuted over the embedding sequence of object names. Doing so allows us to exploit
prior knowledge from off-the-shelf word representations to supply cross-modal
complementary clues to saliency measurement.

Our contributions are summarized as: First, we propose a novel Tempo-
ral Saliency Query mechanism, to alleviate the lack of class-specific information
in saliency measuring for temporal sampling frameworks. Second, we present an
efficient multi-modal salient frame sampler Temporal Saliency Query Network
(TSQNet), which utilize both visual appearance feature and textual feature ob-
tained by object name embeddings to measure frame saliencies in a unified frame-
work. Third, we conduct extensive experiments on three large-scale datasets, i.e.,
ActivityNet, FCVID and Mini-Kinetics, which show TSQNet significantly out-
performs the state-of-the-art approaches on accuracy-efficiency trade-off.

2 Related Work

Efficient Video Recognition. Efficient video recognition approaches can be
roughly categorized into two directions. The first focus on elaborating new
lightweight architectures by decomposing 3D convolution operations into 2D
and 1D ones [38,53,46], channel shifting in 2D CNNs [23], etc. The others are
based on a dynamic inference mechanism [48,52,3], which allocates computation
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resources on a per-sample basis based on the saliencies of frames. Wu et al. [47]
utilizes multi-agent reinforce learning to model parallel frame sampling and Lin
et al. [24] make one-step decision with holistic view. Meng et al. [27] and Wang et
al. [42,44] focus their attention on spatial redundancy. Panda et al. adaptively de-
cide modalities for video segments. Most of the previous works are mainly based
on reinforce learning or attention mechanism, which are optimized with video
classification objectives. However, this paradigm makes produced adaptive sam-
pling policy class-agnostic and lacks discrimination power in fine-grained seman-
tics. In contrast, our temporal sampling-based framework enables discriminative
class-specific frame saliency measuring and shows that class-specific mechanism
combined with visual-textual multi-modal complementary measuring can push
the envelope of the trade-off between accuracy and computation cost.
Transformer in Vision Tasks. Transformer [39] is initially proposed to solve
the long-term dependence problem in machine translation. ViT [8], SwinTrans-
former [26] and DVT [43] split image to patches as words and bring Trans-
former Encoder to computer vision classification tasks. Query2label [25] apply
Transformer Decoder to multi-label classification task. DETR [2] explore using
Transformer Decoder for object detection task. Then Transformer Decoder for
segmentation is also developed by MaskFormer [5]. The role of Transformer En-
coder in C-Tran [21] and TransVG [6] is to model relations between different
modalities.

3 Method

Given a video of T frames X = {xi}Ti=1, xi ∈ R3×H×W , our goal is to estimate the
saliency score of frames S = {si}Ti=1 and sample top K frames with the highest
saliency score to feed into a recognition network to obtain final video prediction
P . The overview of our method is shown in Figure 2. In this section, we first in-
troduce the Temporal Saliency Query (TSQ) mechanism in Section 3.1. Then we
elaborate on the framework of our TSQNet, including two instantiations of TSQ
mechanism with visual and textual modalities and cross-modality interactions
of them in Section 3.2. Finally, we present the inference procedure of TSQNet
in Section 3.3.

3.1 Temporal Saliency Query Mechanism

The goal of Temporal Saliency Query (TSQ) mechanism is to perform frame
saliency estimation for all categories simultaneously, which is the shared building
block for two branches of visual and textual modalities in TSQNet. To expand
generic saliency to class-specific version, we are potentially to ask each category
a question: which frames are the most similar ones to the common pattern of it?
In this way, we can convert saliency estimation task to query-response task: a
learnable embedding initialized with the common pattern of each category is set
as the query, and the gathered feature from frame sequence with similarities is
the response. Then the similarities between each category and frame sequence
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Fig. 2. The overview of the Temporal Saliency Query Networks. Frame se-
quence is queried with visual and textual TSQ embeddings of categories in VQM and
TQM, then TSQNet responded to the queries by gathering most salient frame repre-
sentations for each category. And the resultant category-frame similarities are adopted
as class-specific saliency measurements for two modalities, which are post-processed
and fused for final saliency scores. Top K frames with the highest saliency score are
sampled and ingested to an off-the-shelf recognition network for final recognition. Cross-
modality interaction (“Interaction”) is considered for information exchanging during
training. The projection layer is used to reduce the dimension of input features.

can be regarded as the saliency scores. We denote the learnable embedding here
as TSQ embedding. In TSQ mechanism, a TSQ layer is proposed to enable the
query-response functionality and a class-specific classifier is designed to generate
coarce predictions of video category and enable discriminative learning of TSQ
embedding for each category at the same time. The details of TSQ mechanism
are described below.
TSQ Layer. The goal of TSQ layer is to model the many-to-many category-
frame similarities simultaneously and enable learning of TSQ embeddings, de-
noted as {Ec ∈ Rd}Cc=1, under the video classification objective. To achieve this,
TSQ layer is build on an attention structure in Transformer [39]:

Ac = softmax(Q0K0
T

√
d
), Rc = AcV0, (1)

Q0 ∈ Rd is a query matrix, which is obtained by projecting each TSQ em-
bedding Ec with a parameter matrix Wq ∈ Rd×d: Q0 = EcWq. K0 ∈ RT×d and
V0 ∈ RT×d are the key and value matrix, which are generated by projecting frame
feature sequence X ∈ RT×d with different parameter matrices Wk,Wv ∈ Rd×d:
K0 = XWk, V0 = XWv. Then, for the TSQ embedding of the c-th category Ec,
the attention weight Ac ∈ RT is produced in querying process realized by scaled
dot product operation. Then the value V0 are gathered with attention weights
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Ac and output as response vector Rc ∈ Rd, which is fed to FFN of [39], i.e., se-
quential linear layers with residual connections. The output of FFN is ingested
to a class-specific classifier to generate classification predictions. In addition to
functioning as gathering weights, Ac represent the frame saliency measurements
of the c-th category for it characterizes the relations between the c-th category
and all T frames. In TSQ mechanism, the more discriminative Ac is, the bet-
ter the response vectors {Rc}Cc=1 can represent the semantic information of the
video, therefore the video classification objective can effectively optimize the this
category-frame relation model.
Class-specific Classifier. We denote the output of FFN as R̂ ∈ RC×d here.
The goal of class-specific classifier (“CS Classifier” in Figure 2) are twofold: (1)
project R̂ ∈ RC×d to a coarse video prediction z ∈ RC , (2) enable class-specific
learning of TSQ embeddings. In class-specific classifier, instead of directly using
projection layer with weight matrix W ∈ R1×d as z =WR̂+b, we apply C projec-
tion layers with different weight matrices {Wc ∈ R1×d}Cc=1 to each R̂c separately.
For the c-th category, corresponding element of p is computed as:

zc =WcR̂
T
c + bc, (2)

where bc ∈ R1, b ∈ RC are the bias parameters (see Appendix for illustrative
examples). This class-specific design endows the response vector of each cate-
gory with exclusive classifier, which effectively reserves the characteristic of each
category and make model converge more easily. z is used for calculating regu-
lar cross entropy loss with video labels. Notice here the difference between the
coarse video prediction z and the final video prediction P : z is used for saliency
measuring while P is the final classification result of the recognition network.

3.2 Temporal Saliency Query Network

Our TSQNet mainly consists of two modules: a Visual Query module and a Tex-
tual Query module, which are instantiations of TSQ mechanism with visual and
textual representations, respectively. The Visual Query module query the frame
appearance sequence with the visual TSQ embedding of each category, and col-
lect the category-frame similarities for class-specific saliency estimation. Textual
Query module measures saliencies by modeling event-object (or action-object)
relations on the basis of prior knowledge in off-the-shelf language models. Be-
sides, to exchange information between two TSQ modules, cross-modality inter-
actions are performed synchronously during training, which effective compensate
scarce scene information for Textual Query module.
Visual Query Module (VQM). The goal of VQM is to generate class-specific
saliency measurement from pure visual perspective, which mainly consists of a
video encoder, a TSQ layer and a class-specific classifier. The video encoder is a
lightweight CNN or transformer backbone, e.g., MobileNetv2 [33] and Mobile-
former [4], which extract features from RGB frame sequence {xi}Ti=1 to feature
sequence {x̂v

i ∈ Rd}Ti=1. We further use a 1D convolutional layer to reduce the

feature dimension from d to d′, which we still denote as X̂v = {x̂v
i }Ti=1 for brevity.
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TSQ layer takes visual TSQ embedding as query, and frame sequence as key and
value, to generate saliency measurements Av ∈ RC×T from visual features. Class-
specific classifier produce visual video coarse predictions zv, which is further
used in the post-processing procedure of saliencies. Next we describe how we
obtain visual TSQ embedding.

Following the definition in Section 3.1, visual TSQ embedding {Ev
c ∈ Rd}Cc=1

here is a set of learnable embeddings initialized with common appearance pat-
terns of categories. We propose a simple prototype based representation for com-
mon appearance patterns here. Prior works [34] find that, most of the samples
belonging to the same class cluster around a prototype in feature space formed
by non-linear mapping of networks. We assume that category prototypes can rep-
resent the common patterns of categories. Following definitions in [34], we use
the averaged features of videos belonging to each category produced by video
encoder in the training set, where a video feature is obtained by top-k pooling of
frame features (see Appendix for details). A 1D convolutional layer is also used
to project Ev

c to the same d′-dimension space with x̂v
i , which is still represented

by Ev
c hereafter.

Textual Query Module (TQM). The goal of TQM is to provide knowledge-
aware saliency estimation by mining generic event-object relations in videos with
the help of prior knowledge in off-the-shelf language models. As observed by prior
works [16,13], the event-object (or action-object) relations are generic in videos.
Although this knowledge is typically represented in knowledge graph [40], we
exploit it in a much more compact fashion, i.e., pre-trained language models. It is
proved that the semantic relationships between words can be effectively captured
in pre-trained word representations, e.g.,Word2Vec [29] and BERT [7]. To model
category-frame relations, we first build a object vocabulary W ∈ RCo×D, on a
pre-defined object list, e.g., ImageNet-1K category list (Co = 1000) with word
embeddings. Then we introduce a lightweight but precise object recognizer to
extract appearing object scores from each frame {Oi ∈ RCo}Ti=1. The frame-

level object embedding based feature can obtained: X̂t = {x̂t
i}Ti=1, x̂t

i = OiW .
Correspondingly, the textual TSQ embedding {Et

c ∈ RD}Cc=1 is initialized by pre-
trained word embeddings of the category name, to align with textual feature
sequence in embedding space. Similar to VQM, we add a 1D convolutional layer
to {Et

c ∈ RD}Cc=1 and X̂t to reduce dimensions, which are fed into a TSQ layer
and class-specific classifier for textual frame saliency measurements At ∈ RC×T

and textual coarse video prediction zt ∈ RC .
Cross-modality Interaction. Here we seek to enable information exchange
between TSQ layers of two modalities during training and provide guidance, e.g.,
scene knowledge, from VQM to TQM. To achieve this, we design a novel swap-
attention structure, which gather the feature sequence with attention weights of
the other modality in both VQM and TQM, to generate two additional response
vectors:

Rt�v = AtX̂v,Rv�t = AvX̂t, (3)

Then the two response vectors based on visual feature sequence Rv and Rt�v

are ingested to subsequent layers and compute loss as Lv and Lt�v. The same
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process conducted on textual features sequence renders Lt and Lv�t. The swap-
attention structure is conducive to TQM in two ways: (1) Lt�v help optimize
scene-aware category-frame relation model (2) Lv�t help optimize scene-aware
FFN and classifier. We weighted the existing four losses to obtain the final loss
function:

L = Lv + Lt + αLt�v + βLv�t, (4)

3.3 Inference of TSQNet.

During inference, to yield final saliency measurements, we aggregate the gener-
ated frame saliency estimation of high-probability predicted categories for two
modalities, respectively, and fuse them for final saliency results.
Saliency Aggregation. Here we only describe saliency aggregation for VQM,
which is conducted for TQM with the same way. Intuitively, the higher the
probability that a video belongs in c-th category, the higher the priority of the
c-th row of attention weights in final saliency result. Following this intuition,
we aggregate class-specific saliency measurements of VQM, Av ∈ RC×T with the
coarse video prediction zv ∈ RC . For the i-th frame, the measured saliency of
VQM is:

svi =
C

∑
c=1

zvcA
v
c,i, (5)

In practive, to filter the noise brought about by the low-confidence categories, we
only aggregate saliencies of top-5 categories with highest zv to get final saliency
measurements.
Multi-modality Saliency Fusion.We fuse the saliency measurements of VQM
and TQM by taking the union of the top svi frames and top sti frames. The
number of frames used for union in two modules are controlled by pre-defined
proportion λv and λt, and the budget of selected frames K.

4 Experiments

4.1 Experimental Setup

Datasets. We evaluate our method on three large-scale datasets: ActivityNet,
FCVID and Mini-Kinetics. ActivityNet [1] contains 200 categories, it has 10024
videos for training and 4926 videos for validation, where the average duration
of videos is 117 seconds. FCVID [17] includes 91,223 videos which 45,611 for
training and 45,612 for validation and divided to 239 classes, where the average
duration of the videos is 167 seconds. Mini-Kinetics is a small version of Ki-
netics [18], it consists of 121k training videos and 10k validation ones from 200
categories. Different from first two benchmarks, the videos in Mini-Kinetics are
trimmed, with a average length of 10 seconds.
Evaluation metrics. For all datasets above, we apply the official train-val split
to experiment our method. Following the previous work, mean Average Precision
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Table 1. Example of FLOPs computa-
tion.

Module Arch. Res. FLOPs/F #F FLOPs

Vis.Enc. MBv2 188 0.220G 16 3.52G
Obj.Rec. EN-B0 112 0.098G 16 1.56G
Rec.Net. RN50 224 4.109G 5 20.55G

VQM - - - - 0.36G
TQM - - - - 0.10G

Total - - - - 26.09G

Table 2. Comparisons with simple
baselines.

Method mAP (%) FLOPs

Uniform 70.9 195.8G
Random 70.2 195.8G
Dense 71.2 930.8G

MaxConf 74.2 930.8G
MaxConf-L 71.2 54.9G

Ours 74.3 55.3G

(mAP) is used as the main evaluation metric for ActivityNet and FCVID, and
Top1 accuracy for Mini-Kinetics. We also evaluate the computation cost with
giga floating point operations (GFLOPs).
Implementation details.We adopt MobileNetv2 [33] trained on target datasets
as the video encoder in VQM, and Efficientnet-B0 [37] trained on ImageNet-1K
as the object recognizer in TQM, respectively. For fair comparisons with previ-
ous works, we adopt three backbones in ResNet [14] series, e.g., ResNet-50, 101,
152 for recognition networks. For resolution of frame processed by recognition
networks, we follow previous works to scale the shorter side of frames to 256
and then center cropped them to 224× 224 for all datasets. On ActivityNet and
FCVID, the resolution of frames processed by VQM is 188 × 188 and one for
TQM is 112×112 1. On Mini-Kinetics, the resolution is 112×112 for both VQM
and TQM. Table 1 shows decomposition of computation cost of TSQNet when
adopting ResNet-50 as recognition network. Please refer to Appendix for more
implementation details.

4.2 Comparison with Simple Baselines

We compare our TSQNet with some simple baselines with ResNet-101 without
TSN-style training as the recognizer in Table 2. There are multiple rule based
baselines, “uniform” and “random” stand for uniformly and randomly selecting
10 frames from a video. “Dense” means using all frames of a video. For “Max-
Conf”, we firstly obtain the maximum confidence among all categories for every
frame by applying the model along time axis, then select K frames with highest
maximum confidence. We also compare with a simple sampler based baseline,
“MaxConf-L”, which is a lightweight version of “MaxConf” within a uniformly
pre-sampled T frames, as the same as “ours”. The T in “MaxConf-L” and “ours”
is 50, and K in “MaxConf”, “MaxConf-L” and “ours” is 5. Our TSQNet ob-
viously presents the best accuracy with limited FLOPs. In fact, “MaxConf-L”
is an ablated baseline for our class-specific motivation, which replaces our TSQ
mechanism with direct frame-level classification. Comparison with “MaxConf-L”
confirms the efficacy of our TSQ mechanism.

1 Note that the total computation cost of a 188×188 frame processed by MobileNetv2
and a 112× 112 frame processed by EfficientNet-B0 equals to the cost of a 224× 224
frame processed by MobileNetv2, which is the common setting of previous works
[42,13].
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4.3 Comparison with State-of-the-arts

58

63

68

73

78

0 50 100 150 200 250 300 350

M
ea
n
Av
er
ag
e
Pr
ec
is
io
n(
in
%
)

GFLOPs

FastForward FrameGlimpse
AdaFrame10 AdaFrame5
ListenToLook MARL
LiteEval Ours
Ours(VQM-224)

Fig. 3. Comparison of the pure VQM and
the whole TSQNet with the state-of-the-art
based on ResNet-101 recognition network
on ActivityNet.

Results on AcitivtyNet. We com-
pare the proposed method with recent
SOTA methods on AcitivtyNet in Ta-
ble 3: SCSampler [20], AR-Net [27],
AdaMML [30], VideoIQ [36], AdaF-
cous [42], Dynamic-STE [19] and
FrameExit [12]. Experimental result
shows that our method outperforms
all existing methods with ResNet50 as
the main recognition network. Com-
pared with SCSampler [20] which is
also a temporal sampling approach,
our method surpass it by 3.7% while
using 1.6× less computation overhead,
which demonstrates the discrimina-
tion power of TSQ mechanism in tem-
poral saliency estimation. Comparing
to the state-of-the-art method based
on early exiting, FrameExit [12], we
still outperforms it by 0.5%, which
shows our class-specific sampler can
find more discriminative frames than
this sequential early exiting framework. For a more fair comparison with above
pure visual based methods, we also present the results of the visual variant of
TSQNet, i.e., ‘VQM-only’ with comparable computes. Although without text
modality, it still surpass the SotA methods, which verify the superiority of our
TSM mechanism.

We further compare TSQNet with SOTA approaches in Figure 3 based on
Res101 backbone. Following previous works [51,50,11,47], ResNet-101 without
TSN-style training is used as the recognizer, as the same as in Section 4.2.
We calculate mAP under different budget K, which varies from 3 to 10. It is
shown that our method achieves clearly superior efficiency-accuracy trade-off
over all methods. And the result of pure VQM illustrates the efficiency of TSQ
Mechanism.

To verify that our TSQNet can collaborate with more backbones, we present
experiment results with ResNet-152 and Swin-transformer [26] family as recog-
nition networks in Table 4. It is shown that our method outperforms all method
with the same ResNet-152 backbones, and achieves absolute SOTA precision
(88.7 Top-1 accuracy and 93.7 mAP) with Swin-Transformer architecture.
Results on FCVID. To verify that performance promotion can be achieved
on more untrimmed datasets, we also evaluate our method on FCVID in Ta-
ble 5, which shows that our method outperforms competing methods in terms of
accuracy while saving much computation cost. Compared with SOTA approach
AdaFocus [42], which is motivated by selecting salient spatial regions, we achieve
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Table 3. Comparisons with SOTA efficient video recognition methods with ResNet50
as recognition backbone on AcitivtyNet. 188 and 224 here represent resolutions.

Method Backbone mAP(%) FLOPs

SCSampler [20] ResNet50 72.9 42.0G
AR-Net [27] ResNet18,34,50 73.8 33.5G

AdaMML [30] ResNet50 73.9 94.0G
VideoIQ [36] ResNet50 74.8 28.1G

AdaFocus [42] ResNet50 75.0 26.6G
Dynamic-STE [19] ResNet18,50 75.9 30.5G

FrameExit [12] ResNet50 76.1 26.1G

Ours (VQM-only188) ResNet50 75.7 24.3G
Ours (VQM-only224) ResNet50 76.5 26.1G

Ours ResNet50 76.6 26.1G

Table 4. Comparisons with SOTA video recognition methods using ResNet-152 and
more advanced recognition networks on AcitivtyNet.

Method Backbone Pretrain Accuracy(%) mAP(%)

P3D [32] ResNet-152 ImageNet 75.1 78.9
RRA [55] ResNet-152 ImageNet 78.8 83.4

MARL [47] ResNet-152 ImageNet 79.8 83.8
Ours ResNet-152 ImageNet 80.0 85.2

ListenToLook [11] R(2+1)D-152 Kinetics - 89.9
MARL [47] SEResNeXt152 Kinetics - 90.1

Ours Swin-B Kinetics 84.7 91.2
Ours Swin-L Kinetics 88.7 93.7

higher mAP with less computation, which implies that our discriminative tem-
poral sampler can capture more salient information of videos.
Results on Mini-Kinetics. We further test the capability of TSQNet on a
short trimmed video dataset i.e., Mini-Kinetics, which is more difficult to sample
salient frames. Table 6 demonstrates that our method achieves superior Top-1
accuracy (73.2 v.s. 72.9) with 2.0× less FLOPs than the state-of-the-art method
[42].
Practical latency.We further conduct experiments of practical efficiency, which
shows that our TSQNet significantly surpasses two state-of-the-art methods
in inference latency, i.e., FrameExit [12] (9.8 videos/sec v.s. TSQNet 121.1
videos/sec) and AdaFocus [42] (73.8 videos/sec v.s. TSQNet 121.1 videos/sec)
1. See Appendix for more details.

4.4 Ablation Study

In this section, we inspect different aspects of our proposed TSQNet. All abla-
tions are completed on AcitivtyNet with ResNet-101 as recognition network.

1 Results are obtained on a NVIDIA 3090 GPU with an Intel Xeon E5-2650 v3 @
2.30GHz CPU.
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Table 5. Comparison with SOTA ef-
ficient video recognition methods on
FCVID. TSQNet achieves the best
mAP with significant computation sav-
ings. ‘188’ and ‘224’ are resolutions.

Methods mAP(%) FLOPs

LiteEval [50] 80.0 94.3G
AdaFrame [51] 80.2 75.1G
SCSampler [20] 81.0 42.0G

AR-Net [27] 81.3 35.1G
AdaFuse [28] 81.6 45.0G
SMART [13] 82.1 -
VideoIQ [36] 82.7 27.0G

AdaFocus [42] 83.4 26.6G

Ours (VQM-only188) 82.9 24.4G
Ours (VQM-only224) 83.3 26.2G

Ours 83.5 26.2G

Table 6. Comparison with state-
of-the-art methods on Mini-Kinetics.
TSQNet achieves the best Top-1 ac-
curacy with comparable computation
cost with the most efficient methods.

Methods Top-1(%) FLOPs

LiteEval [50] 61.0 99.0G
SCSampler [20] 70.8 42.0G

AR-Net [27] 71.7 32.0G
AdaFuse [28] 72.3 23.0G
VideoIQ [36] 72.3 20.4G

Dynamic-STE [19] 72.7 18.3G
FrameExit [12] 72.8 19.7G
AdaFocus [42] 72.9 38.6G

Ours (VQM-only) 72.9 18.1G
Ours 73.2 19.7G

Effectiveness of Class-specific Designs. We investigate the effectiveness of
our class-specific designs in TSQ mechanism. Table 7 presents the results of class-
specific (“CS”) version and class-agnostic (“CA”) version of both the attention
structure and the classifier in VQM. For attention structure, the class-agnostic
version refers to setting the size of visual TSQ embedding set {Ev

c }Cc=1 to 1. Then
generated attention weight Av ∈ R1×T is directly used as saliency measurement.
For the classifier, the class-agnostic version is to replace existing C-projection-
layer classifier with a single-projection-layer one as aforementioned in Section 3.1.
It is shown that “CS CS” (ours) significantly outperforms “CA CA” choice, which
confirms the effectiveness of class-specific information in saliency measurements.
Besides, “CS CA” choice presents an unpromising result, which demonstrates
that class-specific classifier is critical for TSQ mechanism to function normally
in class-specific setting. See Appendix for illustrative examples of these three
settings and detailed explanation of comparison of their performance.

Effectiveness of Multi-modal and Fusion and Interactions. To verify the
effectiveness of fusion of VQM and TQM and multi-modality interactions, we
present experimental results on two individual modalities with different usage of
Lt�v and Lv�t in Table 8. Without any interactions, fusion of two modules rela-
tively impart improvements on TQM and VQM for 2.9% and 0.3% respectively,
which verifies that two modules are complementary. Lt�v clearly elevate the per-
formance of TQM for better category-frame modelling guided by visual features
from VQM. The performance of VQM is also slightly improved by introducing
textual-modality attention weights. Lv�t significantly improves the performance
of TQM for better learning of textual FFN and classifier. Finally, when both
losses in CIM are added, the results of both TQM and VQM branch are further
promoted, and performance of overall TSQNet is obviously improved (75.3 v.s.
74.9). See Appendix for detailed investigations on ratios of two losses.
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Table 7. Effectiveness of Class-specific
designs.

Attention Classifier mAP(%)

CA CA 74.0

CS CA 68.7

CS CS 74.7

Table 8. Effectiveness of multi-
modality fusion and interactions.

Lt�v Lv�t TQM VQM Ours

- - 72.0 74.6 74.9
✓ - 72.5 74.8 75.1
- ✓ 72.7 74.6 75.1
✓ ✓ 73.1 74.8 75.3

Table 9. Results of different textual
feature.

Method Usage mAP(%)

W2V Top10 71.2

Glove Top10 72.0

Bert All 71.4

Bert Top10 72.1

Table 10. Impacts of initialization of
TSQ embedding.

Branch Init mAP(%)

Vis
Random 73.8

Prototype 74.7

Text
Random 71.6

Bert Emb. 72.1

Tango
Ballet

Beer pong
Ping-pong

Tai chi

Doing kickboxing

Ballet

Tango

Beer pong
Ping-pong

Decorating the
Christmas tree

Trimming branches or 
hedges

Trimming 
branches or 

hedges

Decorating the
Christmas tree

Tango
Ballet

Swimming
Scuba diving

Playing ice 
hockeyPlaying water 

polo

Swimming
Scuba diving

Playing water polo

Playing ice hockey
Curling

Curling Tango
Ballet

Trimming 
branches or 

hedges

Decorating the
Christmas tree

Decorating the
Christmas tree

Trimming branches or 
hedges

Doing kickboxing
Tai chi

(a) Textual before training (b) Textual after training (c) Visual before training (d) Visual after training

Fig. 4. The visual and textual TSQ embeddings before and after training
visualized by t-SNE. The category embeddings with relevant semantics cluster to-
gether after training. See Section 4.5 for detailed explanation.

Different Textual Feature. In Table 9, we try three commonly used word
embeddings, i.e., Bert [7], Glove [31] and Word2Vec [29], as well as two fashions
of usage of object scores Oi, i.e., top-10 object categories (“Top10”) and all
categories (“All”). Experimental result shows that the Bert embedding with top-
10 object score gain the best result, which verifies that both the quality of word
embedding and noise filtering of object category count for textual instantiation
of TSQ mechanism.

Impacts of Initialization of TSQ Embedding. We further explore the ini-
tialization of visual and textual TSQ embeddings in Table 10. The comparison
with random initialization confirms that proposed prototype based visual TSQ
embedding in VQM and word embedding based textual embedding in TQM
provide meaningful and effective initialization for TSQ embeddings.
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(b) Golfing(a) Decorating Christmas tree

TQM

VQM

Ours

Uniform

Fig. 5. Qualitative Evaluation of Sampled frames. We visualized the most salient
five frames of uniform and our proposed methods with two samples. The frames with
golden border represent the identified salient frames by human intuition, and the frames
with mask denote the non-salient ones.

4.5 Qualitative Analysis

We visualize visual and textual TSQ embdding by t-SNE in Figure 4, which
shows that our class-specific motivation is highly interpretable in terms of rela-
tionships between categories. We also find some categories sharing similar objects
are more closer in text TSQ embeddings than in visual ones. For examples, Dec-
orating the Christmas tree and Trimming branches or hedges share tree
or tree-related objects and become closer after training. This may be because
TQM measure saliency based on event-object relations, which are more robust
against scene variations. In Figure 5, we exhibit some qualitative examples of
Decorating Christmas tree andGolfing for sampled frames by uniform base-
line, TQM, VQM and TSQNet. In the case of Decorating Christmas tree,
it is shown that TQM and VQM are clearly better than uniform baseline. Af-
ter fusion, TSQNet can sample further more salient frames. Another qualitative
example Golfing is quite interesting. VQM captures the action moments of
swinging a golf club and scenes of a golf course, while TQM captures the golf
balls and a golf cart. After fusion, TSQNet select the frames of these object,
actions and scenes, which implies our TQM and VQM can cooperate to build a
robust sampler aware of object, scene and action information.

5 Conclusions

This paper investigates efficient video recognition by proposing a novel Tem-
poral Saliency Query mechanism and presents an efficient multi-modal salient
frame sampler Temporal Saliency Query Network. Extensive experiments verify
the proposed method significantly outperforms the state-of-the-art approaches
on accuracy-efficiency trade-off. Our proposed method is model-agnostic and
can be used with various network architectures. And since our salient score is
class-specific, we can easily extend our method to multi-label efficient video
recognition.
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