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Abstract. In this work, we consider the problem of weakly-supervised
multi-step localization in instructional videos. An established approach
to this problem is to rely on a given list of steps. However, in reality,
there is often more than one way to execute a procedure successfully, by
following the set of steps in slightly varying orders. Thus, for success-
ful localization in a given video, recent works require the actual order
of procedure steps in the video, to be provided by human annotators
at both training and test times. Instead, here, we only rely on generic
procedural text that is not tied to a specific video. We represent the
various ways to complete the procedure by transforming the list of in-
structions into a procedure flow graph which captures the partial order
of steps. Using the flow graphs reduces both training and test time an-
notation requirements. To this end, we introduce the new problem of
flow graph to video grounding. In this setup, we seek the optimal step
ordering consistent with the procedure flow graph and a given video.
To solve this problem, we propose a new algorithm - Graph2Vid - that
infers the actual ordering of steps in the video and simultaneously lo-
calizes them. To show the advantage of our proposed formulation, we
extend the CrossTask dataset with procedure flow graph information.
Our experiments show that Graph2Vid is both more efficient than the
baselines and yields strong step localization results, without the need for
step order annotation.
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1 Introduction

Understanding video content from procedural activities has recently seen a surge
in interest with various applications including future anticipation [33,13], pro-
cedure planning [5, 1], question answering [39] and multi-step localization [41,
36,23,22,10]. In this work, we tackle multi-step localization, i.e., inferring the
temporal location of procedure steps present in the video. Since fully-supervised
approaches [12, 21, 36] entail expensive labeling efforts, several recent works per-
form step localization with weak supervision. The alignment-based approaches [29,
4,10] are of particular interest here as for each video they only require the knowl-
edge of step order to yield framewise step localization.
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Fig.1: Graph-to-Sequence Grounding. (top) instructional videos do not always
strictly follow a prototypical procedure order (e.g., recipe). (bottom) Therefore, we pro-
pose a new setup where procedural text is parsed into a flow graph that is consequently
grounded to the video to temporally localize all steps using our novel algorithm.

However, all such alignment-based approaches share a common issue. They all
assume that a given procedure follows a strict order, which is often not the case.
For example, in the task of making a pizza, one can either start with steps related
to making dough, then steps involved in making the sauce, or vice-versa, before
finally putting the two preparations together. Since the general procedure (e.g.,
recipe) does not define a unique order of steps, the alignment-based approaches
rely on human annotations to provide the exact steps order for each video. In
other words, step localization via alignment requires using per-video step order
annotations during inference, which limits the practical value of this setup.

To this end, we propose a new approach for step localization that does not
rely on per-video step order annotation. Instead, it uses the general procedure
description, common to all the videos of the same category (e.g., the recipe of
making pizza independent of the video sequence), to localize procedure steps
present in any video. Fig. 1 illustrates the proposed problem setup. We propose
to represent a procedure using a flow graph [32, 18], i.e., a graph-based procedure
representation that encodes the partial order of instruction steps and captures
all the feasible ways to execute a procedure. This leads us to the novel prob-
lem of multi-step localization from instructional videos under the graph-based
setting, which we call flow graph to video grounding. To support the evaluation
of our work we extend the widely used CrossTask dataset [41] with recipes and
corresponding flow graphs. Importantly, in this work, the flow graphs are ob-
tained by parsing procedural text (e.g., a recipe) freely available online using an
off-the-shelf parser, which makes the annotation step automatic and reduces the
amount of human annotation even further.

To achieve our goal of step localization from flow graphs, we introduce a
novel solution for graph-to-sequence grounding - Graph2Vid. Graph2Vid is an
algorithm that, given a video and a procedure flow graph, infers the temporal
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location of every instruction step such that the resulting step sequence is consis-
tent with the procedure flow graph. Our proposed solutions grounds each step in
the video by: (i) expanding the original flow graph into a meta-graph, that con-
cisely captures all topological sorts [37] of the original graph and (ii) applying
a novel graph-to-sequence alignment algorithm to find the best alignment path
in the metagraph with the given video. Importantly, our alignment algorithm
has the ability to “drop” video frames from the alignment, in case there is not
a good match among the graph nodes, which effectively models the no-action
behavior. Moreover, our Graph2Vid algorithm naturally admits a differentiable
approximation and can be used as a loss function for training video represen-
tation using flow graph supervision. As we show in Section 3, this can further
improve step localization performance with flow graphs.

Contributions. In summary the main contributions of this work are fourfold.

1. We introduce flow graph to video grounding - a new task of multi-step lo-
calization in instructional videos given generic procedure flow graphs.

2. We extend the CrossTask dataset by associating procedure text with each
category and parsing the instructions into a procedure flow graph.

3. We propose a new graph-to-sequence grounding algorithm (i.e., Graph2Vid)
and show that Graph2Vid outperforms baseline approaches in step localiza-
tion performance and efficiency.

4. We show Graph2Vid can be used as a loss function to supervise video rep-
resentations with flow graphs.

The code will be made available at github.com/SamsungLabs/Graph2Vid.

2 Related work

Sequence-to-sequence alignment. Sequence alignment has recently seen grow-
ing interest across various tasks [34, 7,4, 11, 14,3, 6, 2], in particular, the methods
seeking global alignment between sequences by relying on Dynamic Time Warp-
ing (DTW) [30, 7,4, 14, 6]. Some of these methods propose differentiable approxi-
mations of the discrete operations (i.e., the min operator) to enable training with
DTW [7,14]. Others, allow DTW to handle outliers in the sequences [24, 3, 31,
27,35, 25]. Of particular note, the recently proposed Drop-DTW algorithm [10]
combines the benefits of all those methods as it allows dropping outliers occur-
ring anywhere in the sequence, while still maintaining the ability of DTW to do
one-to-many matching and enabling differentiable variations. However, as most
other sequence alignment algorithms, Drop-DTW matches sequence elements
with each other in a linear order, not consider possible element permutations
within each sequence. In this work, we propose to extend Drop-DTW to work
with partially ordered sequences. This is achieved by representing one of the se-
quences as a directed cyclic graph, thereby relaxing the strict order requirement.
Graph-to-sequence alignment. Aligning graphs to sequences is an important
topic in computer science. One of the pioneering works in this area proposed a
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Dynamic Programming (DP) based solution for pattern matching where the tar-
get text is represented as a graph [26]. Many follow up works extend this original
idea via enhancing the alignment procedure. Examples include, admitting addi-
tional dimensions in the DP tables for each alternative path [19], improving the
efficiency of the alignment algorithm [28,16] or explicitly allowing gaps in the
alignment, thereby achieving sub-sequence to graph matching [17]. A common
limitation among all these methods is the assumption that only one of the paths
in the graph aligns to the query sequence, while alternative paths and their cor-
responding nodes do not appear in the query sequence. Therefore, the goal in
graph-to-sequence alignment is to find the specific path that best aligns with the
query sequence. In contrast, we consider the novel problem of graph-to-sequence
grounding. In particular, we consider the task where all nodes in the graph have a
match in the query sequence and therefore our task is to ground each node in the
sequence, while finding the optimal traversal in the graph that best aligns with
the sequence. This problem is strictly harder than graph-to-sequence alignment
and can not be readily tackled by the existing algorithms.

Video multi-step localization The task of video multi-step localization has
gained a lot of attention in the recent years [22,20,10] particularly thanks to
instructional videos dataset availability that support this research area [41, 36,
40]. The task consists of determining the start and end times of all steps present
in the video, based on a description of the procedure depicted in the video.
Some methods rely on full supervision using fine-grained labels indicating start
and end times of each step (e.g., [12,21, 36]). However, these methods require
extensive labeling efforts. Instead, other methods propose weakly supervised
approaches where only steps order information is needed to yield framewise step
localization [15,8,29,4,41, 10]. However, these methods lack flexibility as they
require ezact order information to solve the step localization task. Here, we
propose a more flexible approach where only partial order information, as given
by a procedure flow graph, is required to localize each step. In particular, given
a procedure flow graph, describing all possible step permutations that result in
successful procedure execution, our method localizes the steps in a given video,
by automatically grounding the steps of the graph in the video.

3 Owur approach

In this section, we describe our approach for flow graph to video grounding.
We start with a motivation and formal definition of our proposed flow graph to
sequence grounding problem. Next, we describe in detail our proposed solution
to tackle the task of video multi-step localization using flow graphs.

3.1 Background

Ordered steps to video alignment. If the true order of steps in a video
(i.e., as they happen in a video) is given, the task of step grounding reduces to a
well-defined problem of steps-to-video alignment, which can be solved with some



Flow graph to Video Grounding for Multi-Step Localization 5

existing sequence alignment method. In particular, the recent Drop-DTW [10]
algorithm suits the task particularly well thanks to a unique set of desired prop-
erties: (i) it operates on sequences of continuous vectors (such as video and
step embeddings) (ii) it permits one-to-many matching, allowing multiple video
frames to match to a single step, and (iii) it allows for dropping elements from
the sequence, which in turn allows for ignoring video frames that are unrelated
to the sequence of steps. In Drop-DTW, the alignment is formulated as mini-
mization of the total match cost between the video clips and instruction steps.
It is solved using dynamic programming and can be made differentiable (see
Alg. 1in [10]). That is, given a video, x, and a sequence of steps, v, Drop-DTW
returns the alignment cost, ¢*, and alignment matrix, M*, indicating the corre-
spondences between steps and video segments.

Procedure flow graphs. In more realistic settings, procedure steps for many
processes, such as cooking recipes, are often given as a set of steps in a partial
order. Specifically, the partial ordering dictates that certain steps need to be
completed before other steps are started, but that other subsets of steps can
be done in any order. For example, when thinking of making a salad, one can
cut tomatoes and cucumbers in one order or the other, however we are certain
that both ingredients must be cut before mixing them into the salad. This is an
example of a procedure with partially ordered steps; i.e., there are multiple valid
ways to complete the procedure, all of which can be conveniently represented
with a flow graph.

A procedure flow graph is a Directed Acyclic Graph (DAG) G = (V. E),
where V is a set of nodes and E is a set of directed edges. Each node v; € V
represents a procedure step and an edge e; € F connecting vy and v; declares
that the procedure step vi must be completed before v; begins in any instruction
execution. If a node v, has multiple ancestors, all the corresponding steps must
be completed before beginning instruction step vg. In this work, we assume that
G has a single root and sink nodes. For convenience, we automatically add them
to the graph if they are not already present. From the definition of the flow
graph, it follows that every topological sort [37] of the nodes in G (see Fig. 2,
step 2) is a valid way to complete the procedure. This is an important property
that forms the foundation of our Graph2Vid approach, described next.

Flow graphs to video grounding. We define the task of grounding a flow
graph G in a video x = [z;])¥.;, where N is the total number of frames, as the
task of finding a disjoint set of corresponding video segments, s; = [xi]fg‘j;ml
for each node v; € G of the flow graph, such that the resulting segmentation
conforms to the flow graph. Specifically, in a pair of resulting video segments,
(si, sj), segment s; can only occur before s; in the video if the corresponding
node n; is a predecessor of n; in the flow graph G. In this work, we assume that

every procedure step v; appears in the video exactly once.
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Fig. 2: Brute-force approach for flow-graph to video grounding. Given the
the flow-graph, the brute-force approach explicitly considers every topological sort and
aligns it to the video with Drop-DTW independently, making the inference inefficient.

3.2 Graph to video grounding - a brute-force approach

Before introducing our method, we first discuss a naive solution to the problem.
As previously mentioned, we know that the procedure execution in the video
follows some topological sort of the flow graph, G. Thus, one can derive an
algorithm for flow graph to video grounding by explicitly considering all the
topological sorts of G as depicted in Fig. 2. More specifically, one can generate
all topological sorts of the flow graph, try aligning each of them to the video, and
select the best alignment as step grounding. This essentially reduces the problem
of flow graph grounding to sequence-to-sequence alignment which can be solved
using Drop-DTW. The procedure would iterate over all topological sorts 7 € T
of the flow graph G and align a sequence of nodes (re-ordered according to the
topological sort) v7 = [v,,] l‘;‘l to the video sequence, and pick the alignment M*
with the topological sort 7* that has the minimum alignment cost c*:

¢* = Drop-DTW(v" ,x); 7" = argminDrop-DTW(v",x) (1)

TET
While simple, this approach has one crucial downside - its efficiency. As we show
in Sec. 3.5, this algorithm has exponential complexity and becomes infeasible
even for small flow graphs. Thus, we need a more scalable solution to the problem.

3.3 Graph2Vid - our approach

In this section we present a new, more efficient approach for flow graph to video
grounding, that we term Graph2Vid (see the overview in Fig. 3). Graph2Vid op-
erates in two stages: (i) given the flow graph, G, we pack all the topological sorts
of G into a novel compact graph-based representation S (that we call the tSort
graph); (ii) we align the obtained tSort graph, S, to the video, x, using a pro-
posed graph-to-video alignment algorithm, which we dub Graph-Drop-DTW. To
compute the alignment we embed the procedure text in each node of the graph,
vy, and the clips of the video sequence, x;, using a model pre-trained on the
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large HowTol00M dataset [22]. The key to superior efficiency of Graph2Vid is
the interplay between the tSort graph structure and the graph-to-video align-
ment algorithm, which allows for polynomial complexity of flow graph to video
grounding!. Moreover, Graph2Vid allows for a differentiable approximation that
can be used for training neural networks. In the following, we explain how to
construct the tSort graph, S, from the original flow graph, G, how to extend
Drop-DTW to perform graph-to-sequence alignment, and finally, how to use
Graph2Vid as a differentiable loss function.

Creating the tSort graph. As we have shown previously, grounding a flow-
graph, G, to a video requires considering all the topological sorts of G, yet their
explicit consideration is infeasible due to the exponential number of topological
sorts. We note that the cause of such inefficiency is the redundancy and high
overlaps between the topological sorts. This motivates us to encode all topo-
logical sorts into a tSort graph, S, that effectively shares the common parts of
different topological sorts and provides a more compact representation. Fig. 3
illustration how for a simple flow graph input we construct the tSort graph en-
coding all the topological sorts (Fig. 2). Each path from root to sink in the tSort
graph, S, spells out a topological sort of G. Thus, listing all root to sink paths
in S is equivalent to listing all topological sorts of the original flow graph, G.
Algorithm 1 gives a procedure for constructing the tSort graph S. The first step
to constructing the tSort graph is to connect all the nodes on separate threads
in the original flow-graph G (i.e., like nodes {4} and {2,3} in Fig 3) with undi-
rected edges. Since the instruction steps on separate threads may follow one
after another in an actual instruction execution, thus connection between them
must exist. These connections yield an augmented graph, Gg,4. Then, in this
augmented graph G4, we run Breat First Search (BFS) traversal to find all the
paths that lead from the root to the sink node of G,y and conform to the original
flow-graph G. During the BFS traversals, the paths that have visited the same
set of nodes so far are merged together and mapped into a single node in the
tSort graph S. Merging the traversals with the same set of visited nodes enables
the tSort graph to represent all topological sorts efficiently. For more details on
the tSort graph construction and a more efficient implementation description,
we refer the reader to supplemental material.

Graph to sequence alignment using Graph-Drop-DTW. Having access
to the tSort graph, S, (whose every path from root to sink is a valid topological
sort of the flow graph, G), we can cast flow graph to video grounding as graph-
to-video alignment problem [26]. In this case, the graph-to-video alignment finds
a traversal of the graph S that best aligns with the given video x. Importantly,
directly aligning the tSort graph to a video discovers the optimal path in the
graph and the best alignment of this path to the video simultaneously (see Fig 3,
step 3). This is in contrast to the naive solution in Sec. 3.2, which uses sequence
alignment as a subroutine to find the optimal topological sort.

! The tSort graph is polynomial for an assumed subset of flow graphs with a fixed
maximum number of threads.
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Fig. 3: Flow-graph to video grounding with Graph2Vid. Given the the pro-
cedure flow-graph and a video as input our method packs all topological sorts into a
tSort Graph and then uses Graph-Drop-DTW to align it to the given video, producing
video segmentation and the optimal topological sort 7*.

Algorithm 1 tSort-graph Construction

1: Inputs: G- flow graph, s - root node in G

2: Gaug = aug(g) > connect the nodes on parallel threads
3: Eisort = |] > init edge set of the tSort-graph
4: g = queue((s, @)) > init BES queue
5: while q do

6: v, P = g.pop() > active node v, set of visited nodes P
7 for vg in get_descendants(v, Gaug) do

8: P; = P.add(vq) > extend the visited nodes set
9: if get_predecessors(vq, G) in P then > the path Py conforms to G
10: g.append((vq, Pa))

11: Eisort-add(((v, P), (va, Pa))) > add edge to tSort graph
12: S = build_graph_from_edges(FEtsort) > build the tSort graph
13: Output: S

In order to solve graph to video grounding, the graph-to-sequence alignment
algorithm must have the following properties: (i) operate on continuous vectors,
(ii) permit one-to-many matching and (iii) allow for unmatched sequence ele-
ments. To the best of our knowledge, a graph-to-sequence alignment algorithm
with such properties does not exist. However, Drop-DTW [10] for sequence align-
ment satisfies all 3 criteria (see Sec. 3.1) Thus, we propose a new algorithm -
Graph-Drop-DTW - which is an extension of Drop-DTW for graph-to-sequence
alignment. We base Graph-Drop-DTW on Alg.1 in [10] and modify the dynamic
programming recursion to take into account the graph structure as follows:

Df; =Cij+ min{kgg){Dk,j_l},D,,j_l} (2)

Dij = d + Disor
D; ; = min{D;;, D},
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where C; ; is the cost of matching the i-th node of the graph to the j-th video
clip, and dj is the cost of dropping the j-th video clip and not matching it to
any node in the graph. We follow [10] and define C; ; as negative log-likelihood
of the video clip j belonging to step i, and compute the drop cost dj as a 30-
th bottom percentile of C; ;. Different from Drop-DTW, when computing Dj i
Graph-Drop-DTW takes into consideration all the predecessors of the node 1,
(i.e., k € A(i)) and selects the one minimizing the alignment cost. Intuitively,
the minimum operation over the predecessors, minge 4¢;), in Eq. (2), dynamically
finds the traversal of the graph that aligns with the video best. Similar to Drop-
DTW, Graph-Drop-DTW outputs the alignment cost ¢* and the alignment path
M*, representing the optimal matching between the nodes of the input graph
S and the video clips of z; € x. It is important to note that Graph-Drop-DTW
can only drop elements from the sequence (as a direct extension of Alg.1 in [10])
and does not support dropping nodes from the graph.

Graph2Vid for flow graph grounding Finally, Graph2Vid can be defined as
the complete pipeline that chains tSort graph creation and its alignment to the
video. Precisely, given the procedure flow graph, G, and the video sequence, x,
Graph2Vid first transforms G into the tSort graph, S, then aligns the graph, S,
to the video, x, using Graph-Drop-DTW. This effectively provides the desired
correspondence between every node, v; € G, and a video segment in x, that
conforms to the flow graph, G.

3.4 Graph2Vid for representation learning

We now describe a differentiable approximation of Graph2Vid to learn video rep-
resentations using flow graphs as the source of supervision. To use Graph2Vid as
a loss function, we must be able to backpropagate gradients with respect to the
video input. That is, Graph-Drop-DTW must be differentiable. A differentiable
version of Graph-Drop-DTW can be obtained by simply using a soft approxi-
mation of the min operator (e.g., [7,14]) in Eq. (2). Here, we substitute the min
in Eq 2 with the smooth-min operator [14] defined as

- e/
where v > 0 is a hyper-parameter controlling the trade-off between smoothness
and the error of the approximation.

With this differentiable version of Graph2Vid, we can use the matching cost
between a video and it’s corresponding flow graph as a training signal. Intuitively,
the lower the cost of matching of a video to its corresponding procedure flow

graph, the better are the learned representations. Specifically, we define the
Graph-Drop-DTW loss as the cost of grounding the flow graph, G, to video, x:

Lc(Z,x) = ¢* = Graph-Drop-DTW(G, x). (4)

smoothMin(z;vy) = x - softmax(z/v) =

3)

As we show in Sec. 4, using L for weakly-supervised learning (with flow-graph
supervision) improves step localization performance.
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3.5 On the algorithm’s complexity

To develop some intuition on both the size of the generated tSort-graphs, and
on the speed-up over the naive approach, we consider simple model problems
where the flow graph, G, consists of T' separate, linearly-ordered threads, with
ni,MNa,...,nr > 1 nodes in each thread, for a total of 23:1 ny = n steps. As we
show in supplemental, in this case, the number of topological sorts of G, N;s(G)
grows exponentially with n and has the complexity O(T"). On the other hand,
the number of nodes in the tSort graph S, |Vg|, is polynomial in the number of
nodes n, i.e., |Vs| = O(TnT) which is better than exponential growth in Ny5(G),
provided that T is not too large. As shown in the supplemental, the asymptotic
speedup of Graph2Vid over the brute-force approach can be roughly described
by the ratio Nys(G)/|Vs| which is still exponential in n, giving a large advantage
to Graph2Vid. This is further confirmed in Sec. 4.5, where Graph2Vid is orders
of magnitude faster than the brute-force approach on real procedure flow-graphs.

3.6 Creating flow graph from procedural text

To construct flow graphs from procedural text,we considered two automated al-
ternatives; namely, a rule-based and a learning-based approach. In addition, we
considered a manual approach, where we explicitly define nodes and edges.

Rule-based graph parsing. Starting from regular procedural instructions, we
first extract relevant text entities from each step description, including action
verbs, direct and prepositional objects as suggested in [32]. Next, we define a
set of rich semantic rules for the graph constructor to connect the text entities.
Once edges are defined using those entities, flow graphs are collapsed into coarse
sentence-level graphs to be used in our experiments.

Learning-based graph parsing. Using the same procedural instructions, we
consider a learning based approach, which relies on two steps. First, we iden-
tify 10 named entities using the the tagger of [38]. Second, we used the parser
proposed recently in [9] to automatically find edges between the named entities
defined in the first step. Once again, we finally collapse the fine-grained flow
graphs into coarse sentence-level graphs as done with the rule-based parser.

A detailed description of both approaches is in the supplemental material.

4 Experiments

To demonstrate the strengths of the proposed Graph2Vid algorithm, we first
present our dataset construction in Sec. 4.1. Then we describe the metrics used
to evaluate the task of multi-step localization from graphs as well as the adopted
baselines in Sec. 4.2. Finally, we summarize our results in Secs. 4.3 through 4.5.
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4.1 Dataset construction

To evaluate our new formulation of graph-to-video grounding using the proposed
Graph2Vid approach, we need a dataset with procedure steps captured in flow
graphs and corresponding Ground Truth (GT) start and end times for each
node in these graphs. To this end, we extend the widely used CrossTask datast
[41] following three main steps: (i) For each procedure class (e.g., Build floating
shelves or Making pancakes), we grab the procedure text from the web 2. (ii) We
extract flow graphs from the procedural text following the methods described in
Section 3.6, such that each node in the flow graph corresponds to a step from the
procedure text. (iii) Finally, we manually find correspondence between nodes
in the graph and step instructions provided with the original datasets. These
correspondences are used to associate the original GT temporal annotations of
each step with nodes in our flow graph. These GT temporal annotations, now
associated with our graph nodes, are used to evaluate our model on the task
of multi-step localization. Importantly, these annotations are only necessary for
evaluation, and not for training or inference.

4.2 Metrics and baselines

We evaluate the performance of our Graph2Vid approach on multi-step localiza-
tion using two different metrics: (i) Framewise accuracy (Acc.) [36], which is
defined as the ratio between the number of frames assigned the correct step label
(not including background) and the total number of frames, and (ii) Intersec-
tion over Union (IoU) [40], which is defined as the sum of the intersections
between the predicted and ground truth time intervals for each step label divided
by the sum of their unions.

As we are the first to tackle multi-step localization under this new paradigm
of flow graph to video grounding, we consider three increasingly strong baselines
for comparisons. (i) Bag of steps. In this baseline, we consider every steps as
being a node in a separate thread in a graph (i.e., no graph structure or order
is imposed). (ii) Linear Procedure. Here, we read the instructions extracted
from the procedure text linearly and assume this order as the default ordering
of steps. (iii) GT Step Sequence. This is the upper bound on our Graph2Vid;
it uses the ground truth step order (i.e., as they happen in each video) provided
with the dataset. For baseline (i) we use the proposed Graph-Drop-DTW to
obtain a segmentation as we treat the bag of steps as a disconnected graph. On
the other hand, in baselines (ii) and (iii), we use the Drop-DTW algorithm [10]
to obtain the segmentations, which we chose for two main reasons. First, this
algorithm directly relates to the proposed Graph-Drop-DTW. Second, Drop-
DTW is currently state-of-the-art on CrossTask for step localization [10].

4.3 Graph2Vid for step localization

We begin by evaluating the proposed Graph2Vid technique as an inference time
method for step localization in instructional videos. For this purpose, we follow

2 We find the procedure text of CrossTask in www.wikihow.com



12 N. Dvornik, I. Hadji, H. Pham, D. Bhatt, B. Martinez, A. Fazly, A. Jepson

Graph2Vid Linear Procedure Alignment &
- °—9
?\/f\/’ : \ \
\ / \ \ \
pred T NN | \ | i | Pred
v Vv XV v X v XX
GTSeg | | | GTsSeg
Recipe: Banana Ice Cream Recipe Flow-Graph Given Video Annotation:
1. Peel the bananas
3. Process bananas in the blender o\ E
4. Add milk
® —-0—0—

Fig.4: Graph2Vid vs Linear Procedure Alignment for step localization on
CrossTask. Given a video of making Banana Ice Cream (bottom), we compare video
segmentation (into steps) produced by both methods. Graph2Vid (top-left) localizes
all the present recipe steps by grounding the flow-graph into the video, while aligning
linear recipe sequence to the video (top-right) fails in 2 out of 4 steps. This is because
the order of instruction in the video (bottom-right) is different from the linear recipe,
however it conforms to the flow-graph and thus can be grounded by Graph2Vid. Both
methods incorrectly predict the step “2”, that is actually not present in the video.

previous work [22,10] and rely on video and text features extracted from a
model pre-trained on the HowTol00M dataset [23]. First, the results in Tab 1
show better performance of the “Linear Procedure” baseline compared to the
“Bag of Steps”. This indicates that treating the recipe as a linear sequence
of steps (i.e., having some prior on the order of steps) allows for better step
localization than treating the recipe as unordered set of steps. However, treating
the recipe as a flow graph (automatically extracted using the learning-based
parser of Sec. 3.6) and grounding it in the video with Graph2Vid yields superior
localization performance. This confirms the advantage of using the more flexible
graph structure of the recipe for step localization. See Fig. 4 for an illustration
of how Graph2Vid takes advantage of the nonlinear flow-graph structure in an
example from the dataset. Unfortunately, there is still a large gap in performance
between Graph2Vid and our upper bound, which relies on ground-truth ordered
steps provided by human annotators. Closer examination of these results revealed
that this gap is largely attributed to the fact that the GT of CrossTask does
not conform to the assumed recipe flow graph structure, which we use in our
Graph2Vid formulation. Specifically, while the flow graphs assume that each step
happens once across the video, the GT of CrossTask allows for repeated steps
(e.g., [cut tomato, cut cucumber, cut tomato, mix ingredients]), where
these repetitions are often a consequence of video post-production.

4.4 Graph2Vid for representation learning

Here, we show the benefits of using the differentiable approximation of Graph2Vid
for weakly-supervised representation learning. We start from the same video and
text features used in Sec 4.3 and train a two-layer multi-layer perceptron (i.e.,
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Table 1: Graph2Vid as an infer- Table 2: Graph2Vid as a

ence time procedure. training loss.
Inference Method Acc.t IoU 1 Training Method Acc. T ToU ¢
Graph2Vid (ours) 24.8 16.8 Graph2Vid (ours) 26.3 19.1
Linear Procedure [10] | 22.3 15.1 Linear Procedure + Drop-DTW| 25.0 16.6
CB;aTgé)feStgpS ) ggi ;i’; Bag of Steps + Soft Clustering | 25.4 17.3
p Sequence [10]] 32. : Pre-trained Features [22] 253 17.1
GT Step Seq. + Drop-DTW 35.7 253

MLP) on top of the video representation. During training, we assume no access
to ground-truth ordered step sequences, but only to the task label (e.g., making
pizza) and its corresponding flow graph. The flow graph is obtained automat-
ically from the procedure text description of the task using the learning-based
graph parser descibed in Sec. 3.6. Here, we compare Graph2Vid for represen-
tation learning with two other methods: (i) procedure to video alignment with
Drop-DTW [10] (i.e., “Linear Procedure + Drop-DTW?”), and (ii) aligning video
to a set of instruction steps using soft clustering (i.e., “Bag of Steps + Soft Clus-
tering”). We elaborate on these baselines in the supplementary material.

Once again, the results in Tab. 2 speak in favor of the proposed Graph2Vid
approach, which better benefits from training compared to the considered base-
lines. Interestingly, training with “Linear Procdure” does slightly worse than no
training at all, indicating that aligning the video to a potentially out-of-order
sequences, which is often the case for a fixed instruction list, results in a poor
training signal. In contrast, allowing Graph2Vid to infer the optimal topological
sort, of the flow-graph for aligning with the video results in a better training sig-
nal and improves video representations. Finally, using the GT ordered steps for
training - a much richer source of supervision - yields best overall performance,
however at the price of extra labeling effort.

4.5 Ablation Study

Here we evaluate the role of the flow graph parser and study the inference speed
of our proposed Graph2Vid.

Role of the flow graph parser. To better understand the connection between
the flow graph construction method and Graph2Vid localization performance,
we compare the two different parsers described in Sec. 3.6 as well as graphs ob-
tained from manual annotation. As expected, the results summarized in Tab. 3,
show that graphs from the rule-based parser yield performance slightly inferior to
the manually generated graphs. Surprisingly, the flow-graphs from the learning-
based parser do better than the manually annotated flow-graphs on CrossTask.
After visually comparing the flow graphs produced by learning-based parser to
the manual annotations, we realize that the former sometimes“misses” the edges
present in the manual graph. This essentially allows for more flexible step order-
ing when aligning to a video, which benefits step localization on the CrossTask
dataset.
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This is because many CrossTask videos de- Table 3: Graph2Vid using dif-
pict procedures that do not conform to the ferent flow graph parsers.
manually labeled flow graph, due to the post-
editing of the videos. We provide more de-  Method Acc.t IoU 1

i lvsis of thi . 1 1. Manual Annotation 24.8 16.8
tailed analysis of this matter in Supplementa Rule-based Parser 243 16.3

Evaluation of execution time. Here, we  [garning-based Parser| 25.3 17.1
evaluate the speed of Graph2Vid for inference
on CrossTask and compare it to running the
brute force solution for flow graph grounding
that considers all topological sorts explicitly (see Sec. 3.2). The flow graphs
in CrossTask (obtained using the learning-based parser) have an average of 8.6
nodes and 2.7 separate threads. Such graphs, on average, produce 1, 700 topolog-
ical sorts and generate tSort graphs, S, with about 60 nodes. With such compact
tSort graphs, Graph2Vid takes ~ 57ms to ground a flow graph to a video. In
contrast, the brute-force procedure requires ~ 3.2 * 10* ms, which is almost 3
order of magnitudes slower than Graph2Vid. This result speaks decisively in fa-
vor of our Graph2Vid approach for flow-graph to video grounding and confirms
our theoretical derivations in Sec 3.5.

5 Conclusion

In summary, we introduced a new formulation for step localization in instruc-
tional videos using procedure flow graphs. In particular, we proposed the novel
task of flow graph to video grounding, which relies on task level procedure de-
scription to yield a step-wise segmentation of instructional videos. To this end,
we rely on automatically generated task-level procedure flow graphs for step lo-
calization instead of relying on manually annotated, per-video step sequences.
This effectively makes the proposed solution more scalable and practical. To
solve the task of flow graph to video alignment, we developed a new graph-
alignment-based algorithm - Graph2Vid - that demonstrates superior localiza-
tion performance and efficiency compared to baselines. In addition, we could
improve video representations by training with flow graphs as supervisory signal
and using Graph2Vid as a loss function.

We believe that flow graphs are a more natural and informative representa-
tion of procedural activities, compared to linear instructions. Moreover, proce-
dure flow graphs are only needed at the task level, rather than on a per video
bases. As such, we believe the proposed formulation to hold a great promise in
minimizing labeling efforts and defines new avenues for further research.
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