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Abstract. Vision-language pre-training (VLP) has attracted increasing
attention recently. With a large amount of image-text pairs, VLP mod-
els trained with contrastive loss have achieved impressive performance
in various tasks, especially the zero-shot generalization on downstream
datasets. In practical applications, however, massive data are usually col-
lected in a streaming fashion, requiring VLP models to continuously inte-
grate novel knowledge from incoming data and retain learned knowledge.
In this work, we focus on learning a VLP model with sequential chunks of
image-text pair data. To tackle the catastrophic forgetting issue in this
multi-modal continual learning setting, we first introduce pseudo text
replay that generates hard negative texts conditioned on the training
images in memory, which not only better preserves learned knowledge
but also improves the diversity of negative samples in the contrastive
loss. Moreover, we propose multi-modal knowledge distillation between
images and texts to align the instance-wise prediction between old and
new models. We incrementally pre-train our model on the both instance
and class incremental splits of Conceptual Caption dataset, and evalu-
ate the model on zero-shot image classification and image-text retrieval
tasks. Our method consistently outperforms the existing baselines with a
large margin, which demonstrates its superiority. Notably, we realize an
average performance boost of 4.60% on image-classification downstream
datasets for class incremental split.

Keywords: Vision-Language Pretraining, Continual Learning

1 Introduction

Vision-and-language pre-training (VLP) [24,34] seeks to learn a generalizable
multi-modal representations from large-scale image-text data. Recently, VLP
models, such as CLIP [34], have demonstrated promising performance especially
on the zero-shot generalization for a variety of downstream vision-language tasks
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Fig. 1. Illustration of continual vision-and-language pre-training on CC2M
dataset. The dataset is split into four data chunks with 0.5 million image-text pairs
in each chunk. In fine-tuning, a new data chunk arrives at each step to update the
pre-training model without previous data. In joint training, all data are accessible and
shuffled during the whole training process. The figure shows significant performance
gap between the fine-tuning and the joint training strategies on downstream zero-shot
classification task.

including zero-shot image classification and image-text retrieval [19]. However,
training a CLIP model typically requires a large amount of image-text pairs
(400 million), which is particularly burdensome for the traditional off-line train-
ing strategy as all the data need to be available during the entire training process.
Moreover, for practical applications, it is critical for a VLP model to continu-
ously integrate novel knowledge in a dynamic environment, e.g., from streaming
data crawled from the Internet. On the other hand, as shown in Figure 1, a naive
fine-tuning strategy for VLP using only the incoming new data suffers from a
large performance degradation compared to the off-line training strategy. Conse-
quently, it is essential to address this continual learning problem for large-scale
VLPs, a topic that has received little attention in the past.

Traditional continual learning methods mostly focus on the issue of stability-
plasticity dilemma [18,45], where a model is prone to forgetting the previously
learned knowledge when adapting to new data. As such, much effort has been
devoted to preserving discriminative features for the known classes [13]. For the
VLP models, however, the pre-trained multi-modal representations need to be
transferred to unseen downstream tasks. In this case, what knowledge should
be retained and how it is preserved is less obvious. In addition, the forgetting
problem in continual multi-modal learning involves the representation of visual
and language inputs, as well as the multi-modal correspondence between the two
modalities, which further complicates the problem.

Most state-of-the-art approaches [30] in traditional class incremental setting
rely on the memory replay of representative old training samples [13]. Neverthe-
less, unlike the supervised class incremental learning [7] which typically trains a
model to classify on a closed set of categories, VLP models learn an open set of
visual concepts from natural language descriptions. Consequently, the majority
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of existing memory-based continual learning strategies would be rendered inef-
fective. In particular, those methods [52,47] aiming to alleviate class imbalance
are not applicable to the continual learning of VLP models as there are no class-
level supervision for VLP. In addition, the feature-based distillation methods [15]
are usually designed for uni-modal CNNs and rarely take into account the char-
acteristics of transformer-based multi-modal pre-training, and the model inver-
sion [51] aims to generate images as positive examples for certain classes using
a frozen copy of trained models, which remains challenging for high-resolution
images and may introduce biases to the generated training data [46].

In this work, we propose a novel replay-based continual learning framework,
named as IncCLIP, to address the above challenges for the VLP tasks. To this
end, based on CLIP [34], we introduce a conditional data generation process
that extracts the ‘dark’ knowledge from the previous-step model in a form of
pseudo texts for replay, and adopt multi-modal knowledge distillation loss to
further overcome catastrophic forgetting. Specifically, our model architecture is
a two-stream encoder composed of separate visual and text encoders. At each
incremental stage, in order to learn generic and transferable visual-linguistic rep-
resentation, we adopt a contrastive loss that requires the model to predict the
pairing between images and texts. Given the importance of negative instances in
contrastive learning, we introduce a pseudo text generation technique via model
inversion [51] to augment the data memory with informative data and replay the
generated texts as negative examples. Moreover, to alleviate catastrophic forget-
ting, we design a knowledge distillation loss to minimize the output discrepancy
between current and the previous-step model, which preserves the knowledge on
cross-modal correspondence. It is also worth noting that after the incremental
training of each step, we adopt reservoir sampling to update the memory for the
rehearsal in the next step.

To validate our method, we perform continual model pre-training on an in-
stance incremental and a class incremental split for the Conceptual Caption
dataset [40], which simulates two different real scenarios. We then evaluate our
model on two downstream tasks: zero-shot image classification and zero-shot
image-text retrieval. The experimental results demonstrate the superiority of
our approach, which is then further analyzed via the detailed ablation study.
Notably, we outperform previous approaches by 4.6% in accuracy on the down-
stream image classification task with four-step class incremental split. In sum-
mary, the main contributions of our work are three-fold:

— To our best knowledge, this is the first work to tackle the problem of continual
vision-language pre-training with streaming image-text pairs.

— To achieve better stability-plasticity trade-off, we propose the IncCLIP frame-
work to augment the contrastive learning with the negative pseudo texts and
adopt a multi-modal knowledge distillation loss between images and texts to
preserve the learned cross-modal correspondence.

— Our proposed method consistently outperforms previous CL baselines such
as UCIR in standard continual vision-language pre-training benchmarks.
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2 Related Works

Vision-Language Pre-training Vision-language pre-training learns transfer-
able joint image-text embeddings from large-scale image-text pairs, which has
been shown to be effective for a variety of vision-language (VL) tasks [27,31,11].
The majority of existing works fall into two categories based on model archi-
tectures: single-stream and dual-stream models. Single-stream models [10,24,31]
introduce powerful encoders such as Transformer [44] to model the cross-modal
interaction between image and text. As such, they perform well on VL tasks
like VQA [2], which requires complex reasoning between image and text. How-
ever, they typically use an external object detector to generate visual region
descriptions as the input to the multi-modal encoder [11,10], which can be com-
putationally expensive. Moreover, it is difficult to apply them to certain VL tasks
such as image-text retrieval, which requires feeding all potential image-text pairs
into the multi-modal encoder and hence is inefficient.

On the other hand, dual-stream models [23,34] adopt a dual-encoder archi-
tecture to encode images and texts, respectively. CLIP [31] and ALIGN [23]
perform pre-training on large-scale noisy data collected from the Internet. Espe-
cially, CLIP provides a flexible zero-shot classifier rather than parametric task-
specific classifiers, and demonstrates impressive zero-shot generalization ability
on many downstream tasks, such as zero-shot image classification and zero-
shot image-text retrieval. It is a significant step towards flexible and practical
zero-shot classifiers for computer vision tasks. Nevertheless, current dual-stream
VLP models are trained in a joint-training manner using data prepared in ad-
vance, without the ability to continuously adapt to new data from a dynamic
environment. In this work, we concentrate on the continual vision-language rep-
resentation learning based on dual-stream models like CLIP.

Continual Learning Continual learning [54,13,43,418] aims to integrate novel
knowledge in a sequential fashion where old data are usually unavailable. Exist-
ing literature focuses mostly on supervised continual learning [50,53,41], which
mainly falls into the following four groups. The first is the regularization meth-
ods [16,25], which penalize changes on significant weights of previously learned
models. The second group is the distillation methods [28], which aim at re-
taining the output of the network on available data. The third is the structure
methods [49,39], which keep old parameters fixed while growing and allocating
weights for learning new data. The last is the pseudo rehearsal methods [51,42],
which usually train a generative model to generate visual images of previously
learned categories and train the classifier with the combination of real data and
pseudo data to reduce forgetting. Our method combines the distillation method
and the pseudo rehearsal method. However, previous pseudo rehearsal methods
adopt either generative adversarial networks or variational auto-encoders, which
are not easy to address their data degeneration issue, especially when dealing
with complex scenarios such as high-resolution images or images of the similar
classes. Our method circumvents this problem by “inverting” the model of last
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step to synthesize hard negative texts in the token embedding space, since token
embedding has much lower dimensions and generating negative data points is
easier. This is inspired by Deeplnversion [51], but they do not consider gener-
ating negative data points and it is designed for the convolution network with
Batch Normalization.

Recently, there also have been some efforts [36,22,8] to explore continual rep-
resentation learning with unlabeled streaming data. CURL [36] proposes a con-
tinual unsupervised representation learning method, which learns a task-specific
representation based on a set of share parameters and also trains a generative
model to avoid forgetting. Co2L[ ] introduces a self-supervised knowledge distil-
lation method for self-supervised continual learning. However, previous methods
are designed for continual learning problems with a single modality and do not
consider the properties of multi-modal representation learning. To the best of
our knowledge, our work is the first to explore continual learning in the self-
supervised multi-modality representation learning.

3 Methods

In this section, we describe our approach, as sketched in Figure 2, to address
the continual vision-language representation learning problem, with the goal
of improving stability-plasticity trade-off. Concretely, we combine contrastive
loss and multi-modal knowledge distillation and supplement the training with
pseudo texts to enhance the generalization ability for the representation. Below,
we first present the overview of problem setup and model architecture in Sec. 3.1,
followed by the introduction of text generation in Sec. 3.2. Then we detail the
training loss in Sec. 3.3.

3.1 Problem Setup and Model Architecture

Problem Setup We first introduce the problem setup of continual vision-
language pre-training. During sequential pre-training, the model observes
a sequence of data chunks D; for each step ¢. Particularly, the dataset D; =
{(=! ,m?)}ﬁ&l is composed of image-text pairs at step t, where ! means the
input image, and ! represents the corresponding text describing the image. We
assess the transferability of learned representation to downstream tasks after the
training at each chunk. In this work, all methods including our method and the
comparison methods are based on the rehearsal strategy, which stores a subset

of observed data in memory M, = {(x!,z!)} for future training.

Model Architecture Like CLIP [34], we adopt a dual-stream encoder structure
where the model H; with parameters 6; has independent visual encoder f(-) and
text encoder g(-). Concretely, given an image w{ and a text :c;*-r, we first compute
the normalized image embedding 4; and normalized linguistic embedding v;,
and then compute the similarity score s;j.
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Fig. 2. The illustration of our method. The left panel illustrates the pseudo negative
text generation process. We optimize pseudo texts &, in the token embedding space
by minimizing the loss L&. As middle panel shows, for a sampled mini-batch, we first
extract the images features u; and language features ©¥; through the corresponding
encoder f; and g;. The right panel shows the calculation of training loss. We compute
the similarity matrix S between image features @; and language features ©,. Then we
apply the contrastive loss £22T, £I2! and distillation loss £27,£Y?! from both image to
text and text to image. Note that ©; is the deep feature of the pseudo token embedding
€;, which is used as negative examples in the training loss.

Concretely, to encode the image, we adopt ResNet as visual backbone, which
extracts the features @; = f(z!) from image x!, and normalize the feature
@; = 4;/||%;]|2 onto unit-sphere. To encode the text, we firstly tokenize the se-
quence into a sequence of word tokens e where we use the lower-cased byte pair
encoding (BPE) [38] with a vocabulary size of 49,408 to tokenize the text. We
adopt Transformer [14] as text encoder and encode these tokens into normalized
linguistic embedding @; = g(x])/||g(z]) 2. Finally, we compute the similarity

score s;; = u; ¥; between i-th image x! and j-th text mJT

3.2 Pseudo Negative Text Generation

In this subsection, we introduce the pseudo text generation via model inversion
to distill the knowledge of last step model H;_; for solving the catastrophic
forgetting. Due to the distribution shift between synthetic and real examples,
the model is frequently biased if regarding them as positive examples [12]. We
bypass this issue via generating negative texts which do not guide the model
incorrectly. Having access to informative negative samples is known to be critical
for the success of contrastive learning [20]. Furthermore, it is observed that
negative examples, especially hard negative examples, benefit the learning of
representation [37]. Motivated by this, we propose to generate the negative text
via model inversion as follows.

For each training batch, we perform the pseudo data generation to augment
the mini-batch. Given the discrete nature of tokens, which makes the optimiza-
tion difficult, we optimize the pseudo text € in the token embedding space to
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find the hard negative texts with respect to the images z!. e; should keep a
moderate distance from x! as a close distance indicates ey, is a positive sample
and a remote distance means ey, is easy to be distinguished.

Specifically, to generate the pseudo texts, we firstly sample a mini-batch
B = {(zf,2F)}E | from memory M,. We initialize the token embedding & =
Bel +(1— B)e? where e are k-th generated text, § is uniformly sampled from
the interval [0,1], 4, j are indices randomly sampled from 1 to batch size B, and
el e? are the corresponding token embeddings. It is worth noting that ej takes
the value of a real token embedding as initialization when f = 0 or 8 = 1.
Given the current pseudo token embedding €, we compute the cosine similarity
scores s;; with the images features u;. Then we generate the data in the token
embedding space which is continuous and easy to optimize compared to discrete
tokenization space. The naive text generation via model inversion is to directly
minimize the cosine similarity, which are calculated by the inner product between
the generated token sequences €5 and the sampled image features ;. However,
to improve data efficiency, we require the generated token embedding € to be
hard negative examples which means they are difficult to be distinguished from
positive examples. To achieve this, we adopt margin loss as follows

B

Z max (0, Smin — Sik) + max(0, Sk — Smax)s (1)
i=1

1
Lo = 5
where spin and spax are the hyper-parameters representing the minimum and
maximum score, respectively. The maximum score guarantees the generated ex-
ample to be negative examples. The minimum score requires the generated ex-
amples to be hard negative examples. We adopt SGD to minimize the loss Lg
with respect to the variable € for a constant number of iterations.

3.3 Training Loss

We now describe the details of our continual pre-training objective. For pre-
training, we adopt a contrastive learning task to learn a generic and transferable
visual-linguistic representation, which has proven to be efficient and effective
in previous works [27]. To preserve the knowledge in the model, we maintain
the relation of instances by introducing the knowledge distillation. With the
above generated texts €y, we use it in both contrastive learning and multi-modal
knowledge distillation, which helps the contrastive learning on novel data and
improves the regularization of distillation loss.

During continual learning, we learn the model on the union of incoming data,
memory and pseudo texts. In detail, we sample a mini-batch of image-text pairs

{(zf,2T)}2 | from incoming data D, and memory M; where B denotes the

batch size, and sample a mini-batch of token embedding {e} }2_, of negative
texts with batch size B. We denote the text batch size in total as Br =B+ B.
The linguistic embedding for the sampled texts =7 and the token embedding

1, and the visual embedding are

K2
el of negative texts are denoted as {f)j}fj
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{1;}B ,. We can compute the classification probability Pror (y:|@i, {9; }f:Tl), Yi €
{1,2,...,Br}, from image to texts to determine which text corresponds to the
given image as follows

Prar(yi = klag, {9, } 275 7) = exp(sir/T) ’ 9
1o (yi = Klwi, {0;}52157) S cxplon/7) )

where 7 is the temperature parameter to control the smoothness of the Softmax
function, and Pror(y; = k|w;, {9, }f:Tl; 7) means the chance of i-th image being
paired with k-th text. Similarly, we can compute the classification probability
Pror(y|9;, {@;}2,) from text to images, i.e. the chance of j-th text being paired

with k-th image, as follows

Pror(y; = k|0, {a;} 5 7) = M_ 3)

2 exp(sij/T)

Contrastive Loss We adopt bi-directional contrastive loss to learn generalized
image representations from natural language supervision. We jointly train an
image encoder and a text encoder to predict the correct pairings of a batch
of image-text pairs. Concretely, for an image z!, we regard its corresponding
language description =7 as a positive example whereas the other By — 1 texts

are considered negative examples. Therefore, the image-to-text loss is as follows

B
1 S
LB = 5 > log Pror (i, {8,775 7), (4)
i=1

where the ground truth y; € {1,2,..., B}. The text-to-image loss £1?! is defined

on the texts {x?}B | in a similar way as follows
1B
£t = -5 > log Pros(y;15;, {@} 2y 7), (5)
i=1

where we only compute the loss on real texts because the pseudo texts lack a
paired image. In total, the overall contrastive loss L.

Lo=all*T +(1-a)cl?, (6)
where hyper-parameter « is the loss weighting coefficient.
Cross-modal Knowledge Distillation To prevent catastrophic forgetting,
knowledge distillation is introduced to keep the instance-wise prediction between

current model H; and the model H;_; learned at last task. Concretely, we retain
an image’s relationships with texts by employing the knowledge distillation loss
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LT with KL-divergence as follows

B
1 -~
= Ly <P12T<yi|ui, (853713007
= )
Pror (yila;, {9 }f:Tﬁ Or—1, Tgld)) ;

where 11;,'53 are the features extracted the model H;_1, Tgll 4 represents the tem-
peratures of last model for distillation. Similarly, for a text :I:JT, 1<j<B,we
also apply distillation loss on the prediction probabilities from text to image as
follows

B
1 - ~
£ =5 KL (PTw(ynuj, (B0 007
=1

Prar (o3l (5} :00-1.750) )
Therefore, the knowledge distillation loss
Li=nLy + (1 =)Ly, 9)

where the hyper-parameter 7 is the loss weight.

Overall Loss Finally, we combine the contrastive loss L. and distillation loss
L4, and obtain the final loss as follows

‘Coverall = ‘Cc + )\Lda (10)

where A is the loss coeflicient to control the tradeoff between losses.

Notably, we find that the weight norm often increases over different steps,
which hampers the generalization ability of the pretrained model and causes neg-
ative forward transfer. The same phenomenon is also observed in recent works [3].
Empirically, we adopt the trick of weight norm clipping. Concretely, at the end
of each training iteration, if the weight norm at layer-1 is higher than ¢;, we clip
the weight norm to §; when keeping the direction of the weight W; unchanged.
In practice, 0; = ¥||W ||init where the initial weight norm are denoted as ||W ||init.
After the training of step ¢, we follow the practices [1,9] to update the memory
by adopting reservoir sampling to select samples from the avaiable data to save.

4 Experiments

In this section, we conduct exhaustive experiments to validate the effectiveness of
our method. Concretely, we first describe the experimental setup and implemen-
tation details in Sec. 4.1, followed by the evaluation results on class incremental
split in Sec. 4.2. Then we introduce the experimental results on the instance
incremental split in Sec. 4.3. Finally, we perform ablation study and analysis to
validate the effectiveness of components and provide more insights in Sec. 4.4.
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Table 1. Results on class incremental CC2M dataset at final step: The top-1
accuracy over various downstream datasets on zero-shot image classification task.

= — N
3 S = = S
z o & = S 3 o )
$ = =< £ 2 =2 £ 4 |
= E B 2 £ % & £ g
#Tasks Methods |= O O O n e Py A <<
Joint ‘29.97 51.94 26.04 65.2 31.79 23.71 19.44 12.82 ‘32.61
ER [9] 14.45 23.56 7.84 35.93 16.83 12.59 10.17 8.94 |[16.29
UCIR [21] |13.24 25.56 8.47 35.14 17.13 13.05 9.97 9.84 |16.55
4 Co’L 3] 14.73 26.46 10.51 34.58 17.54 12.16 11.41 7.3 16.84
GeoDL [41]]14.24 27.48 9.49 35.93 17.01 12.94 9.87 8.99 |17.00
IncCLIP 18.85 28.31 13.23 50.32 23.38 16.19 13.08 9.20 |21.57
ER [9] 9.59 14.23 3.85 26.80 11.95 7.24 8.98 548 |11.02
UCIR [21] [9.89 12.69 4.42 23.56 12.95 9.53 9.33 7.02 |11.17
8 Co’L [3] 10.99 18.34 5.51 29.1 13.52 9.01 856 5.9 12.62
GeoDL [11](10.86 14.88 5.11 30.56 14.2 10.17 8.09 7.18 |12.64
IncCLIP 13.93 22.68 10.45 43.39 19.27 11.91 9.57 7.38 |17.24

4.1 Experiment Setup and Implementation Details

Benchmark Protocol Conceptual 12M (CC12M) [40] is a dataset collected
from the Internet including 12 million image-text pairs for vision-language pre-
training. In this section, we show results on both the class incremental and
instance incremental split, corresponding to large and insignificant distribution
shift in real world, respectively. Considering that the image labels are not pro-
vided, we adopt an approximate strategy to build our class incremental split.
Specifically, we first generate a pseudo class label for each image and then parti-
tion ImageNet1lk dataset into four chunks with 250 classes per chunk. Here the
pseudo labels are the most confident predictions from the BEiT [4] model pre-
trained on ImageNet1k. For the instance incremental split, it models a real-world
scenario in which data chunks are continuously collected in the same environ-
ment [22]. In particular, we build the split via randomly selecting 2M image-text
pairs from CC12M and then randomly split them into 4 identically distributed
chunks with 0.5M image-text pairs each chunk. Note that the 2M image-text
pairs used for instance incremental setting here is different with image-text pairs
of the class incremental split for verifying the robustness of algorithm. For com-
pleteness, we provide experiments for instance incremental split on same 2M
image-text pairs with class incremental split in appendix. The splits will be re-
leased in the future. We allow the algorithms to store fixed-size instances in
memory.

Comparison Methods To demonstrate the efficacy of our method, we adopt
ER [9], UCIR [21], GeoDL [41] as comparison methods. Notably, we replace the
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Table 2. Image-text Retrieval Performance at final step: Zero-shot Image-Text
Retrieval on MSCOCO and Flickr30k datasets with various methods. R@QK means
top-K recall.

Flickr30K MSCOCO

#Tasks Methods image-to-text text-to-image image-to-text text-to-image
R@l R@5 R@10 R@l R@5 R@10 R@l R@5 R@10 R@l R@5 RQ10
Joint 35.7 624 71.8 25.16 50.52 62.36 18.8 41.82 52.94 13.14 30.74 41.78
ER [9] 17.5 39.8 51.3 11.18 28.68 38.18 9.6  24.72 35.34 6.41 17.76 25.61
GeoDL [11] 18.1 40.4 51.1 11.96 29.94 39.4 9.64 25.58 35.78 6.26 18.02 26.01
4 UCIR [21] 183 419 529 1210 30.32 40.28 9.72 25.88 36.16 6.64 18.58 26.83
Co’L [8]  19.7 425 53.1 1224 29.34 39.54 10.1 25.16 35.24 6.78 18.30 26.59
IncCLIP  24.1 49.5 61.9 17.14 37.96 48.96 12.38 29.96 40.6 8.49 22.55 31.90
ER [9] 9.7 273 385 6.54 19.16 27.7 6.47 16.84 24.48 4.22 13.01 19.05
GeoDL [11] 12.5 33.3 42.1 8.40 21.9 30.44 6.42 18.08 27.32 4.64 14.02 20.58
8 UCIR [21] 10.1 28.7 40.1 7.16 20.54 29.14 7.00 17.58 25.22 4.38 13.13 19.83
Co’L [8] 129 323 41.9 843 21.76 30.41 6.22 18.68 26.58 4.49 13.29 20.24

IncCLIP  16.0 37.7 49.2 10.92 28.26 38.60 9.52 24.18 33.60 6.29 17.41 26.08

Table 3. Ablation Study: W.N.C means the weight norm cliping, H.N.T.G means
hard negative text generation and Dist. means the knowledge distillation loss on image
classification and image-to-text retrieval task. Below results on image-to-text retrieval
tasks are top-1 recall.

. Flickr30K MSCOCO
W.N.C Dist. H.N.T.G [ImageNet 19T T91 19T T91
v X X 16.01 21.3 14.06  10.89  7.52
v v X 17.67 22.8 15.10  11.55  8.02
v v v 18.85 24.1 17.14 12.38 8.49

cross entropy loss with contrastive loss to train a VLP model for ER, UCIR and
GeoDL. Besides, we also provide the joint-training(Joint) as an upper bound
which makes use of all observed data to update the model.

Implementation Details Following CLIP [34], all methods including com-
parison methods and our method IncCLIP adopt Transformer [141] as the text
backbone with the architecture modifications described in [35]. Particularly, we
use 12-layer 512-wide transformer with 8 attention heads and modified ResNet-
50 [34]. The results on zero-shot image classification are reported using the
prompt ensemble technique [34]. For each mini-batch, the size of sampled nega-
tive text Baug = 256. The loss coefficient A = 5. o = 0.5, = 0.5, 74, = 0.01.
The following experiments are conducted with 10% dataset as memory except
otherwise stated. To train our model, we adopt 8 Nvidia V100 GPUs with batch
size 512 per GPU. For each step, we train the model for 15 epochs on CC2M.We
adopt LAMB optimizer with learning rate 0.003 and weight decay 0.003. We
begin by performing a linear warmup at each incremental step and then decay
it using a cosine learning rate schedule. More details can be found in appendix.
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ImageNet Classification Averaged on classification datasets MSCOCO Text Retrieval
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Fig. 3. The downstream task performance over time. For image classification task, the
accuracy is determined by averaging accuracies of all downstream datasets.

Table 4. The sensitive study of memory size for image classification task. ‘Average’
means the average accuracy over all downstream image classification datasets.

ImageNet Average
1% 5% 10% 20% 50% (1% 5% 10% 20% 50%

IncCLIP‘12.82 16.68 18.95 23.61 28.29‘16.90 20.16 21.82 24.92 30.61

4.2 Class Incremental Split

Zero-shot Image Classification We conduct experiments to evaluate the
algorithm’s zero-shot generalization ability on image classification task. Con-
cretely, we evaluate models on eight representative datasets including CIFAR-
10 [26], CIFAR-100 [26], Caltech101 [17], Oxford 102 Flower(Flowers102) [32],
Food101 [6], SUN397 [5], Describable Textures Dataset (DTD) [12], and Ima-
geNet [14]. Like CLIP [34], we adopt prompt template, embed the class name to
acquire the prediction score for each class, then use the class with the highest
score as the prediction label during inference.

Table 1 summarizes the final step performance of CC2M dataset with 4 and
8 steps. We can see that our method regularly surpasses other methods with
a significant margin at different downstream datasets. Specifically, our method
improves the accuracy from 19.7 to 24.1(+4.4%) under the 4 step split on Ima-
geNet. It is observed that when the number of steps increases, the average gain
from our method increases as well. In spite of the fact that traditional meth-
ods like UCIR,Co?L are better than ER , it can be seen that the improvement
is limited compared to ER, indicating that their direct application can not fix
the problem well. Moreover, although our method achieves obvious gain, the
large gap between our method and Joint(Upper bound) indicates that continual
vision-language pre-training is challenging to be solved. Furthermore, despite the
clear increase achieved by our method, the wide gap between our method and
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Table 5. The sensitive study on memory size for image-to-text retrieval on Flickr30K.

image-to-text text-to-image
1% 5% 10% 20% 50% (1% 5% 10% 20% 50%

IncCLIP‘l&Z 21.6 24.1 27.2 31.6 ‘13.16 15.58 17.14 18.38 23.62

the upper bound ’Joint’ suggests that continuous vision-language pre-training is
far from to be solved. As shown in the Figure 3, it is observed that our method
consistently outperforms the comparison methods at different steps.

Zero-shot Image-Text Retrieval The image-text retrieval task consists of
two sub-tasks: image-to-text retrieval and text-to-image retrieval. In particular,
we employ MSCOCO [29] and Flickr30K [33] datasets to assess the represen-
tation transferability of pretrained representation on image-text retrieval task.
Table 2 demonstrates the image-text retrieval results on 4-step split of CC2M.
We can see that our method consistently outperforms the other methods in
both image-to-text and text-to-image retrieval tasks. Particularly, our method
improves from 10.1% to 12.38% for top-1 text recall on MSCOCO dataset at final
step. As the number of steps increases from 4 to 8, our method’s performance
on all metrics falls, indicating that the continuous vision-language pre-training
task becomes more difficult for longer sequences.

4.3 Instance Incremental Split

As Table 6 shows, we evaluate the methods on instance incremental split, and our
method consistently outperforms than other methods on both classification and
retrieval tasks tasks, showing the superiority and the robustness of our method.
Our method achieves 2.12% improvement on ImageNet classification task.

4.4 Ablation Study and Analysis

Ablation Study We conduct exhaustive ablation study to evaluate the influ-
ence of each component used in our method. As shown in Table 3, we can see
that the generalization performance is improved when weight norm clipping is
applied. Moreover, it is observed that the introduction of knowledge distillation
loss gains 1.66% improvement on classification accuracy on ImageNet. Finally,
with the addition of negative text replay, we can further obtain 1.3% top-1 text
recall performance gain on Flickr30K dataset for text retrieval task.

Sensitive Study on Memory Size We conduct sensitive study on memory
size and report the results in Table 4 and 5. ‘%x’ indicates that we set the
memory size to be z percents of the total size of the dataset. We can find that
the performance on all tasks consistently improves as the memory size increases,
which demonstrates the effectiveness of replay strategy once more.



14 S. Yan et al.

Table 6. Results on instance incremental split of 2M image-text pairs at
final step: ‘Average’ means the accuracy averaged on eight classification datasets.
Moreover, we report the top-1 recall on both MSCOCO and Flickr30K dataset.

Flickr30K MSCOCO
Methods |ImageNet Average 2T Tl 19T Tor
Joint ‘20.20 24.58 27.20 19.02 14.58  9.90
ER [9] 10.74 14.38 16.3 10.74  8.50 5.49
UCIR [21]]10.57 14.91 16.7 11.34  9.14 6.11
GeoDL [41]10.85 14.16 16.4 10.82  8.62 5.65
Co’L [8] [11.12 15.33 18.3 10.86  8.58 5.69
IncCLIP |13.24 17.97 26.5 17.18 13.46 8.60

Table 7. The forgetting analysis on various methods.

Methods ER UCIR Co?’L  GeoDL IncCLIP
BWT -31.93 -28.68 -30.83 -31.41 -18.48

Forgetting Analysis Additionally, we conduct experiments to analyze the
algorithm’s resistance to forgetting. To measure the forgetting in the continual
vision-language pre-training, we define the backward transfer(BWT) as the accu-
racy changes on each training chunk. Detailedly, BWT = - Zi\;z 1 D Al
Ag where A; means the accuracy of step ¢ model H; on chunk j < ¢. The model
has forgotten part of knowledge it acquired in chunk j when A; — Ai < 0. As Ta-
ble 7 shows, we can see that our method is less prone to catastrophic forgetting,
which indicates the superiority of our method.

5 Conclusions

In this work, we have proposed a novel continual learning problem to learn
generic and transferable vision-language representation. To overcome the catas-
trophic forgetting, we develop a replay-based framework with two main contri-
butions. First, we perform model inversion to generate hard negative texts in
token embedding space conditioned on the available images, and then use them
to augment training. Second, we adopt contrastive learning as our pre-training
objective and introduce the knowledge distillation on the similarity scores be-
tween images and texts. We conduct extensive experiments on Conceptual Cap-
tion dataset, and show that our learning strategy outperforms previous methods.
While the performance of our method is promising, the text generation module
requires extra training time, which can be improved in future work.
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nology Program 21010502700, and Shanghai Frontiers Science Center Program.
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