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1 Additional experiments

Table 1 shows the results on the TGIF-QA dataset [3]. It is an interesting result,
where our method, using a medium size pretrained text model T5 (T5-Base) [8],
is able to accomplish close to 100% accuracy on the multiple-choice questions
which are for the ‘Actions’ and ‘Transition’ types of questions. This is due to the
fact that the limited selection of answers is easy to guess even without video1.
The questions from the ‘FrameQA’ type are not multiple choice and thus are
harder to guess. We acknowledge that this contemporary text model is stronger
than the previous text models, but is important to note that these two tasks likely
had been mostly language understanding ones. We also note that the datasets
evaluated in the main paper, MSRVTT-QA, MSVD-QA, IVQA are much more
challenging and do not suffer from this problem. We also compare the results of
using our approach with the open vocabulary output (last row of Table 1). Note
that when using the open vocabulary text-generative setting on TGIF-QA, the
tasks are significantly harder, even when using both video and text, with much
accuracy lower numbers showing the difficulty of this setting.

2 Implementation and experimentation details

Model Training. For pretraining, we train the model with a batch size of 256
for 500,000 steps. The learning rate was set to 0.001 When finetuning, the batch
size was 128 and trained for 10,000 steps, with a learning rate of 1 × 10−6. We
used the Adam optimizer, with weight decay set to 0.01.

2.1 Metrics

For the IVQA dataset, we use accuracy as defined in the paper:

Acc = min{
#humans with ans

2
, 1} (1)

1 The Text-only method performs randomly for the action counting category as it
definitely needs the video input to correctly answer how many times an action is
performed.
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Table 1. TGIF-QA. We note that when using a contemporary pre-trained text model
(T5-Base), our results achieve almost 100% on the multiple-choice questions, alluding
the answers are easy to guess.

Model Action Transition FrameQA

ST-VQA(R+C) 60.8 67.1 49.3
Co-Memory(R+F) 68.2 74.3 51.5
PSAC(R) 70.4 76.9 55.7
Heterogeneous Memory(HME)(R+C) [1] 73.9 77.8 53.8
Location Aware GCN [2] 74.3 81.1 56.3
HCRN [5] 75.0 81.4 55.9
Bridge2Answer [7] 75.9 82.6 57.5
QueST [4] 75.9 81.0 59.7
ClipBERT [6] 1x1 (Ntest=1) 82.9 87.5 59.4
ClipBERT [6] 1x1 82.8 87.8 60.3

Ours (Text-only, T5 pretrained [8]) 98.4 97.3 62.5
Ours (Video+Text, Open Vocabulary) 11.8 12.5 27.3

averaged over 5 choose 4 of the ground truth (GT) answers.
For MSRVTT-QA and MSVD-QA, we use the standard accuracy metric.

In the open-ended text generative setting, we check that the generated string
is exactly equal to the ground truth string. The output string is the result of
using beam search on the trained model. This is the hardest setting. With the
restricted vocabulary, this check is easier, as there are fewer output options.

3 Additional visualizations

Figure 1 shows additional visualizations of our approach.
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Video

Question: What does the cat do before jump away?
Model Answer: walk    GT Answer: roll on ground

Question: How many people are wrestling?
Model Answer: two   GT Answer: two

Question: What tries to give the statue a stick?
Model Answer: person    GT Answer: dog

Question: Where is the skateboarder performing tricks?
Model Answer: park    GT Answer: pipe

TGIF-QA

MSRVTT-QA

MSVD-QA

IVQA

Fig. 1. Examples of our method. Examples are from TGIF-QA, MSRVTT, MSVD,
and IVQA datasets, in this order.
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