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In the supplementary material, we present

1. the details of our baseline grounding model in Sec. A

2. the details of our implementation in Sec. B

3. the computational complexity of our method in Sec. C

4. the performance on original splits in Sec. D

5. sanity check on visual input of our baseline grounding model in Sec. E

6. length distributions of the predicted moments in Sec. F

7. ablation study of the temporal gating in Sec. G

8. more visualization examples in Sec. H

A Baseline Grounding Model Architecture

Our baseline grounding model applies the architecture proposed by [6]. As il-
lustrated in Fig. a, our baseline consists of three componets, namely the query
encoder, the video encoder, and the span predictor.

A.1 Query Encoder

Query encoder models the sentence query with multi-layered bidirectional LSTM
with a pre-trained language model (GloVe [10]) embeddings as input,

wn = BiLSTM(qn, wn−1). (1)

The encoded word-level embeddings are denoted as W = {wn}Nn=1. Same
as [5], we use the last hidden state of the bidirectional LSTM as the global
sentence-level representation s.
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Fig. a: An overview of our span-based grounding model. Query encoder mod-
els the sentence query. Video encoder is guided by word-level query features to
encode video features over time. The word-level query features are used to recal-
ibrate the frame features from the BiLSTM layers. The span predictor predicts
the boundary scores for each frame. The feature extractor is fixed during train-
ing.

A.2 Vidoe Encoder

Video encoder models the video modality with multi-layered bidirectional LSTM
with the features extraxted from a pre-trained video classification model (C3D [12]
or I3D [1]) as input. As shown in Fig. a, to highlight the query-related features,
we leverage the word-level query features W to recalibrate each frame feature
encoded by BiLSTM, same as [6].

Formally, given query features W = {wi}Ni=1 and frame features V = {vt}Tt=1,
whereN is the number of words, we first compute a frame-to-word attention map
A, as same as [16,2]. For the frame at the time step t and the i−th word in the
query, the attention score is calculated as,

At
i = pT (tanh(WV vt +WQwi + b)), (2)

At
i = softmaxi(A

t
i), (3)

where WV ∈ Rdv×dv and WQ ∈ Rdv×dq are the projection matrices, p ∈ Rdv

projects the vector to a scalar, and dv and dq are dimensions of frame and word
features, respectively. A column-wise softmax is applied on A ∈ RT×N to obtain
the attention map A.

Then, for each frame feature vt, we attentively summarize the word features
to generate the specific channel-level gating weights Gt. Finally, we gate the raw
frame features V = {vt}Tt=1 with the generated gating weights Gt to obtain the
recalibrated frame features V̂ = {v̂t}Tt=1 as follows:
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gt =

n∑
i

At
ici ∈ Rdq , (4)

Gt = sigmoid(WGgt) ∈ Rdv , (5)

v̂t = Gt ⊙ vt ∈ Rdv . (6)

A.3 Span Predictor

We use two multi-layered perceptrons (MLPs) with tanh activation in hidden
layers as the span predictor. At each time step t, we first concatenate the frame
feature v̇t with the sentence-level query representation S and then pass the
concatenated feature into the span predictor to obtain the start and end scores
Sstart(t), Send(t) as follows,

Sstart(t) = W s
2 tanh(W

s
1 (v̇t||s) + bs1) + bs2, (7)

Send(t) = W e
2 tanh(W

e
1 (v̇t||s) + be1) + be2, (8)

where W s
1 , W

s
2 , b

s
1 and bs2 are the learnable parameters of MLPs and shared

across all time steps.

A.4 Inference

Given the video duration is T and the video has T frames, the start and end
frame indices are calculated by ts(e) =

〈
τs(e)/T × T

〉
, where ⟨·⟩ denotes the

rounding operation. During inference, we predict the span of frames (t̂s, t̂e) for
each sentence query by maximizing the joint probability of start and end frames:

span(t̂s, t̂e) = argmax
t̂s,t̂e

Pstart(t̂
s)Pend(t̂

e)

= argmax
t̂s,t̂e

Sstart(t̂
s) + Send(t̂

e)

s.t. t̂s < t̂e.

(9)

Then we map the predicted span of frames back to the time values by τ̂s(e) =
t̂s(e)/T × T .

B Implementation Details

Our experiments are conducted within PyTorch1.6 on a computer with an AMD
Ryzen 9 3900X 3.80GHz CPU, 64GB of RAM, and one Nvidia 2080TI GPU.

We conduct hyperparameters search on the validation sets for all dataset
splits. (As the original split of Charades-STA does not have a validation set, we
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Table I: Running times on one RTX 2080Ti GPU.

Mode Method
Charades-STA ActivityNet Captions

Memory Time/batch Memory Time/batch

Train (batch size=32)
baseline 1705MB 0.1066s 2529MB 0.2012s
ours 2483MB 0.2415s 4373MB 0.4090s

Infer (batch size=1)
baseline 957MB 0.0163s 959MB 0.0261s
ours 957MB 0.0184s 963MB 0.0284s

Table II: Parameter size comparison between various models.
Models 2DTAN LG DCM Baseline Ours

Params(M) 59.353 33.411 28.42 12.268 13.846

use the same hyperparameter setting searched on the validation set of Charades-
CD split.)

For natural language modality, the vocabulary sizes are 1,294 and 13,745 for
Charades-STA and ActivityNet Captions datasets, respectively. We truncate all
sentence queries with a maximum of 25 words for ActivityNet Captions dataset
and 15 for Charades-STA dataset. The number of LSTM layers in the query
encoder is 2, and the dimension of the hidden layers is set to 256 for both
datasets.

For video modality, we set the length of video feature sequences to 128 for
Charades-STA and 240 for ActivityNet Captions, respectively. Longer is trun-
cated, and shorter is padded. Video encoder consists of four LSTM layers, and
we recalibrate the video features once after every two lstm layers. The dimension
of the hidden layers in LSTM is set to 256 for both datasets. A layer normaliza-
tion is performed on the encoded video features before they are feed forward to
the span predictor.

The dimension of the hidden layers in the span predictor is 256. The dimen-
sion of the hidden layers in cross-modal semantic matching module and temporal
order discriminator is 1024.

We decay the learning rate to one-tenth of the original at epoch 20 for
Charades-STA and epoch 15 for ActivityNet Captions, respectively.

C Computational Complexity

We report the comparsion results between the baseline and our method on the
running time and memory size in Table I. As shown in Table I, our method
increases the computional complexity during training stage. The major compu-
tational cost is from the video encoding procedure. Compared to the baseline, our
method needs to encode both original and shuffled videos, which means that our
method perform the video encoding twice. During inference stage, our method
achieve similar inference speed and memory cost to the baseline. Because our
method only needs to encode videos once as same as the baseline.
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Table III: Comparison with state-of-the-art methods on Charades-STA with the
original split.

Model Feature IoU=0.5 IoU=0.7 mIoU

CTRL [4] c3d 23.63 8.89 -
ABLR [17] c3d 24.36 9.01 -
CBP [13] c3d 36.8 18.87 35.74
PMI-LOC [2] c3d 39.73 19.27 -
HVTG [3] - 47.27 23.3 -
DRN [18] i3d 53.09 31.75 -
ExCL [5] i3d 44.1 23.3 -
TMLGA [11] i3d 52.02 33.74 -
LG [8] i3d 59.46 35.48 51.38
VSLNet [19] i3d 54.19 35.22 50.02
CBLN [7] i3d 61.13 38.22 -
DeNet [23] i3d 59.70 38.52 -
CPN [22] i3d 56.70 36.62 53.14
Baseline i3d 55.40 36.51 50.61
Ours i3d 57.69 39.27 51.65

We report the parameter size comparison in Tab. II. Compared to the base-
line, our model has only a slight increase. Because our added CSMM and TOD
modules are achieved by two simple and light two-layered MLPs, respectively.
Compared to the prior arts, our model is much smaller. It shows that the per-
formance boost is from the de-bias design of our approach.

D Performance on Original Splits

Table III and Table IV summarize the results of our method on the original splits
of Charades-STA and ActivityNet Captions, respectively. Our method achieves
competitive performances on both datasets, especially on Charades-STA. For
instance, our method performs the best in IoU=0.7 and second best in mIoU.

However, the original splits have some drawbacks. First, Charades-STA does
not have a validation set. Many methods conduct hyperparameters search on the
test set. This setting only measures the capability of models to overfit the test
set, and no generalization measurement is performed. Second, the samples in test
and training sets have similar temporal distributions in both datasets. Therefore,
if a model is proficient in the temporal biases of queries in the training set, it
can achieve state-of-the-art performance on the test set [9,15]. For instance, some
methods [20,19,8] do not make any use of visual input but achieve the state-of-
the-art performance on ActivityNet Captions as shown in Sanity check on
visual input in our paper. So the performance on the original splits cannot
fully reflect the model’s ability to address the temporal grounding task.
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Table IV: Comparison with state-of-the-art methods on ActivityNet Captions
with the original split using C3D features.

Model IoU=0.3 IoU=0.5 IoU=0.7 mIoU

ABLR [17] 55.67 36.79 - 36.99
QSPN [14] 52.13 33.26 13.43 -
CMIN [21] 63.61 43.40 23.88 -
2D-TAN [20] 59.45 44.51 27.38 -
DRN [18] - 45.45 24.36 -
LG [8] 58.52 41.51 23.07 41.13
HTVG [3] 57.60 40.15 18.27 -
CBLN [7] 66.34 48.12 27.60 -
DeNet [23] 61.93 43.79 - -
CPN [22] 62.81 45.10 28.10 45.70
Baseline 60.56 42.55 25.36 43.54
Ours 62.13 43.11 25.84 44.14

Fig. b: R@1 (IoU=0.5) scores for baseline and our method when the original
input videos and randomized ones are fed into these models.

E Sanity Check on Visual Input of Baseline Grounding
Model

We also test the sanity check on visual input on the baseline as same as the
experiment Sanity check on visual input in our paper. The results are shown
in Fig. b. On Charades-STA, the baseline shows a significant performance drop
for randomized videos as same as most methods. On ActivityNet Captions, the
baseline’s score for randomized input videos is on a par with the original input
video, which shows that the baseline also suffers the temporal bias problem
on this dataset. Compared to the baseline, our method shows more significant
drops on both datasets, especially on ActivityNet Captions. It demonstrates the
effectiveness of our method for mitigating the reliance on temporal biases.

F Length Distribution of Predicted Moments

In the ablation study Loss terms in our paper, we study the impact of each
loss term on the grounding model. Here we give the distribution of the length of
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Fig. c: Comparison of the histogram of the moment duration on test-ood of
Charades-CD. Horizontal axis denotes the moment duration (s). Vertical axis
denotes the number of predicted moments. The top left is the groundtruth. The
top right is the prediction of the model supervised by only grounding loss Ld.
The bottom left is the prediction of the model adding the discriminator loss Ld.
The bottom right is the prediction of our method.

predictions in Fig. c. As shown in Fig. c, compared to the model supervised by
only the grounding loss Lg, adding the discrimination loss Ld makes the model
predict much more long-span locations. Specifically, nearly 1,300 predictions
span 30s to 40s while the the average length of videos and target moments in
Charades-STA are 30s and 8s, respectively. Thus adding the Ld makes the model
perform poorly on the high IoU as shown Table 5 in our paper. It is worthy noting
that, with the combination of loss terms, the length distribution of our method
gets similar to the groundtruth. It shows that our cross-modal matching task can
work well with the temporal order discrimination task and prevent the model
from the degradation due to the lack of temporal position information.

G Ablation Study about Temporal Gating

In our method, we use the cross-modal semantic matching scores to tempo-
rally gate the encoded frame features. The temporal gating and the supervision
on the temporal gating scores are widely used by temporal grounding meth-
ods [17,19,11]. Here we study the effects of these operations. We first apply
temporal gating (TemG) on the baseline. However, as shown in Table V, we find
that only applying the temporal gating (Baseline + TemG) cannot bring per-
formance improvement from the baseline and even gets inferior to the baseline.
With the supervison Lintra on the matching scores (only the part of the original
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Table V: Effect of temporal gating on Charades-CD.

Model
test-ood

IoU=0.3 IoU=0.5 IoU=0.7 mIoU

Baseline 58.96 38.22 20.50 39.52
Baseline + TemG 54.61 29.75 14.90 35.17

Baseline + TemG + Lintra 59.82 42.81 23.91 41.36
Ours w/o TemG 62.03 44.33 24.76 42.66

Ours 64.95 46.67 27.08 44.30

video), the temporal gating (Baseline + TemG + Lintra) makes improvement
from the baselines but there are clear margins over all metrics compared to our
methods. It shows that the root of the success of our method is not simply from
the temporal gating operation and its supervision but from our design of mining
the content consistency between shuffled and original videos. We also test our
methods without temporal gating. As shown in Table V, all metrics, especially
for IoU=0.7, have performance drops, which verifies the effectiveness of that we
use the matching scores to highlight the impact of the matching results on the
final reasoning.

H Visualization Examples

Figure d shows some words’ distribution maps and the corresponding grounding
example results produced by the baseline and our methods. Left is the words’
probability distributions of temporal locations on the training set of Charades-
CD. Color represents value of probability. Right is the examples of grounding
results for the queries containing one of the words.
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(a) Person begins eating it.

9.8s 13s
0s 5s

9s 13s

0s 13s

1s 8s

(b) A person is awakening from a bed.

12.4s 21.5s

13s 20s

0s 49s

0s 7s
23.5s 29.1s

22s 28s

0s 34s

(c) Person stands up.

Ground truth Baseline Ours

0s 9s
8.4s 21s

8s 21s

0s 31s

(d) The person undresses.

0s 30s
16.3s 30s

23s 30s

0s 30s

(e) Person holding the phone in between their shoulder.

2.9s 16.4s
0s 33s

14s 22s
4s 17s

(f) Person pours a cup of water.

7.8s 12.5s
0s 44s

11s 36s
6s 12s

(g) Person throw the towel on the floor.

Fig. d: Qualitative Results on Charades-CD.
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