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In this supplementary material, more experimental results are given first in
Appendix A. Then we will introduce the detailed experimental settings in Ap-
pendix B. Afterward, we provide detailed analysis about our proposed Adaptive
Distillation strategy in Appendix C. Finally, some examples of the support sets
of our demo dataset and the corresponding attention weights are visualized in
Appendix D.

A More Experimental Results

A.1 Complete results on MSVD and VATEX

To save limited space, we do not give a complete version of some experimental
results in the main paper. The complete tables on MSVD and VATEX are given
in this section. Note that, CE+ is an improved version of CE with higher quality
multi-modal features, which is proposed by Croitoru et al. [4]. The authors only
provide the high-quality features of MSR-VTT and MSVD datasets, so we can
only apply our LINAS to CE+ on these two datasets. Although ‘TeachText -
CE+’ achieves the best performance on VATEX dataset, we can not compare
LINAS with TeachText on VATEX.

Table 1. Comparison on MSVD dataset.

Method
Text2Video Video2Text

SumR
R@1 R@5 R@10 MedR R@1 R@5 R@10 MedR

VSE++[7] 15.4 39.6 53.0 9 - - - - -
M-Cues[14] 20.3 47.8 61.1 6 - - - - -
MoEE[13] 21.1 52.0 66.7 5 - - - - -
CE[11] 21.5 52.3 67.5 5 - - - - -

Support Set[15] 23.0 52.8 65.8 5 27.3 50.7 60.8 5 280.4

Dual Encoding[5] 11.2 32.6 45.3 13 14.6 29.4 38.5 21 171.5
LINAS - Dual Encoding 12.2 33.9 47.2 12 17.0 33.7 43.4 17 187.5

CE+[4] 25.1 56.5 70.9 4 26.3 54.3 66.8 5 299.9
TeachText - CE+[4] 25.1 56.9 71.2 4 26.2 55.0 65.6 4 300.0

LINAS - CE+ 25.7 57.6 72.5 4 27.0 55.7 68.2 4 306.7
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Table 2. Comparison on VATEX dataset.

Method
Text2Video Video2Text

SumR
R@1 R@5 R@10 MedR R@1 R@5 R@10 MedR

CE[11] 31.1 68.7 80.2 - 41.3 71.0 82.3 - 374.6
W2VV++[10] 32.0 68.2 78.8 - 41.8 75.1 84.3 - 380.2

HGR[3] 35.1 73.5 83.5 2 - - - - -
TeachText - CE+[4] 53.2 87.4 93.3 1 - - - - -

VSE++[7] 30.4 65.8 76.8 3 42.9 75.1 84.3 2 375.2
LINAS - VSE++ 33.7 70.1 80.6 3 47.3 78.9 86.1 2 396.6

Dual Encoding[5] 34.6 71.3 80.7 2 45.1 75.7 84.6 2 392.0
LINAS - Dual Encoding 36.7 72.7 82.2 2 48.0 79.1 88.0 2 406.6

Hybrid Space[6] 36.8 73.6 83.7 - 46.8 75.7 85.1 - 401.7
LINAS - Hybrid Space 37.7 74.4 83.3 2 48.6 79.4 86.8 2 410.2

A.2 Experiments on Text Embeddings

To demonstrate the effectiveness of our LINAS framework, we further do some
visualization and statistical analysis on the caption embeddings. Figure 1 and
Figure 2 are the visualizations of the text features in the learned common space
with t-SNE [12] of ‘Dual Encoding’ and ‘LINAS - Dual Encoding’ respectively.
We randomly select 10 videos from the test set of MSR-VTT dataset. The points
sharing a same color are the captions corresponding to a same video. Different
colors in the figure represent different videos. We can observe that points of the
same color are closer in Figure 2 compared with Figure 1, which means that our
LINAS can make embeddings of relevant captions closer. We also make some
statistical analysis to prove this conclusion. After applying LINAS, the average
variance of relevant caption embeddings is reduced from 0.66 to 0.6. Since LINAS
takes advantage of the complementarity between captions to learn the ability of
association, it is not surprising that it can narrow the distance between relevant
captions. This result explains why LINAS can improve retrieval performance to
a certain extent.

B Detailed Experimental Settings

B.1 Datasets

MSR-VTT is a commonly used text-video retrieval dataset that contains 10,000
videos of about 10 seconds, along with 20 captions per video. The official par-
tition scheme of this dataset [18] has 6,513 videos for training, 497 videos for
validation, and 2,990 videos for testing. ‘1k-A’ is another partition edition of
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Fig. 1. Dual Encoding Fig. 2. LINAS - Dual Encoding

MSR-VTT provided by Yu et al. [19], which uses 9,000 videos for training
and 1,000 for testing. VATEX is a larger multilingual dataset collected from
YouTube, which includes 25,991 videos for training, 3,000 for validation, and
6,000 for testing. Each video in VATEX has 10 English captions and 10 Chinese
captions. In this work, only English captions are used. Since the annotations of
the testing set of VATEX are private, we adopt the partition provided by [3],
where the original validation set is split into two equal parts for validation and
testing separately. MSVD [2] has a smaller number of videos, but each one has
more reference captions. It contains 80,000 English descriptions for a total of
1,970 videos. The standard split of MSVD has 1,200 videos for training, 100 for
validation, and 670 for testing.

B.2 Metrics

To measure the performance of retrieval models, we employ commonly used
metrics including Recall at K (R@K), Median Rank (MedR) and mean Average
Precision (mAP). R@K is the proportion of test queries for which there is at least
one desired item in the top-K of the retrieval ranking list. We take K as 1, 5, 10 in
our experiments generally. MedR measures the median rank of the first ground
truth item in the retrieval. Higher R@K, mAP, and lower MedR indicate a better
model. The sum of all R@K scores (SumR) is utilized for overall performance
comparison.

B.3 Implementation Details

For fair comparison, we adopt 4096-d ResNeXt-ResNet [9, 17] video features of
MSR-VTT and MSVD provided by Dong et al.[6], 1024-d I3D [1] video features
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of VATEX provided by Wang et al.[16]. Moreover, our training strategy is the
same with the chosen baseline, i.e. learning rate, optimizer, batch size, learning
rate decay, etc. The hyperparameters for balancing distillation losses α and β
are set to be 0.2 and 1. The δ in Huber loss is set to be 1. Each caption has
a support set consists of 8 corresponding descriptions in our experiments. The
text encoding, video encoding, and metric learning modules in our student model
keep the same with corresponding teacher model, unless otherwise specified.

B.4 Model-agnostic

In the process of applying LINAS to various baseline methods, some practi-
cal adaptation is made due to the differences. We will introduce the settings
detailedly in this section.

Hybrid Space. Based on Dual Encoding, Hybrid Space [6] further utilizes
a concept common space. Since the concept embeddings of both modalities have
the frequency-based soft labels as the supervision, our feature-level distillation is
only conducted on the latent space. Since the combined similarity matrix is used
during inference, the relational distillation is conducted on the hybrid space. The
whole distillation loss is

LD = α ∗ (LDtext,latent
+ LDvideo,latent

) + β ∗ LDrel,hybrid
. (1)

VSE++. We use the ‘globalmatch’ version of HGR [3] as the ‘VSE++’
model. The officially released code and features by Chen et al. [3] are used in
our experiments. The matching mechanism of ‘VSE++’ is similar to that of
‘Dual Encoding’, thus the whole distillation loss remains unchanged, that is

LD = α ∗ (LDtext + LDvideo
) + β ∗ LDrel

. (2)

MMT. In MMT [8] method, caption embeddings are first obtained through
Bert. Then caption representations of different modalities are obtained through
Gated Embedding Modules. For the video branch, the embeddings of different
modalities are directly obtained through transformer. The similarities for ranking
are the weighted sum of similarities of each modality. We conduct the feature-
level distillation on the caption embeddings and the relational distillation on the
combined similarity matrix. The whole distillation loss is

LD = α ∗ LDtext
+ β ∗ LDrel,combined

(3)

CLIP4Clip. We adopt the Mean Pooling version of CLIP4Clip as our base-
line, which aggregates the frame-level features in an average way for video encod-
ing. Though CLIP4Clip utilizes CLIP for achiving video and text embeddings,
it still can be divided into text encoding, video encoding, and metric learning
three modules. So the distillation loss on this baseline is the classical one, that
is

LD = α ∗ (LDtext
+ LDvideo

) + β ∗ LDrel
. (4)
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B.5 Efficiency

The ‘Base’ model is actually a pruned version of ‘Dual Encoding’ [5]. Dual En-
coding performs multi-level encoding that represents the rich content of both
modalities in a coarse-to-fine fashion for achieving powerful dense representa-
tions. In detail, it utilizes mean pooling, biGRU, biGRU-CNN, three encoders
and concatenates their outputs for both videos and captions. In the pruned
‘Base’ model, the video representations are only calculated by the mean pooling
and the caption representations are only achieved by biGRU. Afterward, the
improved triplet loss [7] is employed for training, which focuses on the hardest
negative samples in a minibatch.

C Adaptive Distillation

Fig. 3. Distance before reweight Fig. 4. Distance after reweight

In the early stage of Adaptive Distillation process, the teacher model is well
trained, while the student model is randomly initialized. We visualize the dis-
tance Lδ(S

t(i, j), Ss(i, j)) in the early stage of training mask in Figure 3. We can
see that the elements in the distance matrix are numerically different and the
mean value of diagonal elements is higher than that of non-diagonal elements. To
balance the influence of numerical value in the process of training mask, we pro-
pose a reweight strategy. The distance after reweight 1

St(i,j)Lδ(S
t(i, j), Ss(i, j))

is shown in Figure 4. It can be found that, the distance matrix is nearly aver-
age after reweight. Then our model can learn useful knowledge for distillation
without interference.

Moreover, we observe that in the process of mask learning, the numerical
difference between diagonal elements and non-diagonal elements is becoming
larger and larger. That is because when mask m pays more attention to diagonal
elements, the model parameters θ will be optimized in the direction of reducing
the diagonal elements in the distance matrix according to Ltrain(θ,m). Once
the diagonal elements of the distance matrix are reduced, m will further assign
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larger weights to the diagonal elements according to Lval(θ,m). In other words,
the Adaptive Distillation for learing the mask m is a positive feedback process.
Nevertheless, the information learned in the early stage is reliable, that is, the
diagonal elements in the similarity matrix contain positive knowledge that is
helpful for distillation.

D Support Sets on Demo Dataset

For validating generalized LINAS, we make a demo dataset based on MSR-VTT
as introduced in the main paper. In this part, we visualize some examples of
the support sets of the demo dataset constructed with the alternative scheme.
Meanwhile, the attention weights of each caption in the support sets are given
as well in the aggregation process.

The results are shown in Figure 5. In each piece, the sentence in red and the
sequence of pictures represent the query caption and the corresponding video
respectively. The captions in the red panel form the support set of the query
caption. The darker the block following the caption, the greater its attention
weight in the aggregation process.

We can see that the alternative scheme for constructing the support sets
does collect some semantically relevant captions. Moreover, with these support
set captions, LINAS still captures the complementary information for enriching
the semantics of the text representations.
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Beautiful f1 racing where schumacer is heading the race 
leaving no space for the follower

A car drifting on a racetrack

A race car speeds by the track

A very cute race car which is black 
and red is colour

Bunch of cars in the racing track 
trying to win the race

Men are racing motorcycles

Race cars are moving fast in a straight road

Scene of car crashes in racing events

The video shows dragracers at what is 
appearently the austin texas gran prix 2014
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A man on a motorcycle wanting to check out the island by road

Wearing blue goes to the back of a red scooter that is parked 
on a road lined with short red-and-white poles by trees

A child is riding a motor bike

A group of individuals on mini bikes 
having a race

A group of people sitting on mini 
motorcycles

A man riding a bike on the road

Contestants are reading themselves to 
start a mini-motorbike race

Some guys ride in motorcycles while cars honk

Two people are riding a motorcycle
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A video game with a truck riding down a path through rings

A character dual-wields pistols as he 
strikes down his foe

A gameplay video of a cartoon driving a truck

A person playing a shooting video 
game with adult language subtitles

A video games with a boy 
jumping out of a truck

Game play footage of a trucking game

Someone playing a lego game

The players in the game ride on a 4-wheeler

This is a video game
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The group of mice have escaped and are running down the highway

A kid is walking down the street while 
other s spot and track him

An elephant is sitting

Animated cartoon of bugs bunny

Cartoons are at a cash register

Leaopard is running in the forest and 
its muscles are shown

People are walking across the street as 
shown in short clips

The cartoon images were displayed 
on the watchmojo

The cartoon of the cat was throwing the 
money in the air
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Woman in white dress is talking about the engine of a car

A car is being displayed

A man fixing a car

A man talking in front of a car with 
the hood open

A person films the engine of a car

Car engine is raising noise

In automobile show of tv the advantage of 
modern technologies in the car is explained

Mechanic working on car

The engine of the car
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A woman describes the different nutritional values of 
certain types of vegetables

A man chopping parsley on a white 
plastic cutting board

A man is showing how to pick leaves 
off a plant

A woman is explaining about the 
cooking of the food item

A woman putting all different kinds 
of plants into a blender

Leaves are in a bowl in a sink they are 
soaking in cool water

Some one is washing green leaf of a vegetable 
for preparation of a vegetable

Someone is cooking broccoli and onions 
in a stir fry pan

Someone is cooking the vegetable by adding 
it in the big pot and mixing it
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Footage of a wrestling match between two men at a meet

A couple of men wrestling on the 
ground

A video clip showcasing a wrestling match

Footage of a wrestling match

Guys wrestling on mat

Men wrestle competitively in gyms

Two guys are wrestling moving away from 
the middle of the gym

Two men wrestle while people cheer

Wrestling match between two guys
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A woman opens a computer file and talks about her day

A computer screen is shown and a 
woman is explaining about it

A kid on youtube searching for song lyrics

A man is showing the file patch of a 
computer file

A person is using a computer

A person is using computer screen

A person talking about how to use itunes
on a computer and how to save files
There is someone using a computer 

on the table

Three students around a computer
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A woman is applying make up onto her face for a cat outfit

A girl is using make up remover wipes with alcohol to 
take painted on make up off her face and body

A lady applying eye makeup while holding a 
mirror in her hand

A lady is applying makeup and is going 
on for a complete makeover

A lady make up her face by brush

A woman is coloring her eye 
lid and make up

Black haired woman is doing the 
make up at home

There is a man is applying makeup 
with a brush

Woman applies eye make up
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Fig. 5. Visualizations on demo dataset.
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