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1 Mixture Ablations

Table 1 studies the mixing ratio of detection and localization with all RefCOCO
splits together. Each row in Table 1 is a single unified model able to perform
REC, LOC, and DET tasks on all RefCOCO splits. Unlike the other ablations,
we compare the mixtures here on the full training schedule. We observe that
increasing the detection and localization mixing ratio tends to improve the de-
tection and localization tasks, but at a slight cost to the referring expressions
comprehension tasks.

2 Failure Mode Analysis

In Figure 1, we visualize the failure cases of FindIt. The model tends to strug-
gle with confounding objects of similar categories or attributes especially when
given a complex query. The rare, long-tail and novel categories also pose chal-
lenges. These can be remedied by training on referring expression datasets with
confounding objects [2], larger detection datasets [5], or pretraining on large
language and vision datasets [1,4,3].

3 FindIt Visualizations

Figure 2 shows more visualizations of FindIt. The model is able to answer many
complex expressions correctly and can even localize novel concepts such as “bot-
tom part of a water plane”. In addition, the model is able to localize many
objects based on the category queries such as “Find the sports ball”, and re-
spond accurately to a detection query “Find all the objects”.
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Table 1. Ablations on FindIt mixtures with all RefCOCO splits. The mixture is given
as the ratios between Det:Loc:Ref:Ref+:Ref-g:Ref-umd tasks.

RefCOCO RefCOCO+ RefCOCOg
val testA testB val testA testB val-g val-u test-u
2:2:1:1:1:1 38.4 78.7 84.92 85.54 83.44 74.31 76.93 69.91 82.77  83.17 84.11
3:3:1:1:1:1 39.3 79.3 84.27  85.52 83.80 74.56 76.06 68.75 | 82.56  83.09 83.58
4:4:1:1:1:1 39.7 79.7 83.69 83.45 82.99 72.63 73.68 68.64 | 80.72 81.03 81.75

Mixture DET LOC

“Group of three people noton  “A man sitting on a couch
the stairs on the left, the holding a game controller.”

“A piece of white chocolate “The pigeon whose right feet in the middle”
cheesecake behind the pink is hardly visible and kissing woman in the middle
flowers” the other pigeon.”

“Find the glasses.” “Find the flower.”

Fig. 1. Failure cases of FindIt on the referring expression comprehension and the text-
based localization tasks (best viewed in color).
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Fig. 2. FindlIt visualization on REC, LOC, and DET tasks (best viewed in color).
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