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Abstract. We introduce the problem of referring object manipulation
(ROM), which aims to generate photo-realistic image edits regarding two
textual descriptions: 1) a text referring to an object in the input image
and 2) a text describing how to manipulate the referred object. A suc-
cessful ROM model would enable users to simply use natural language to
manipulate images, removing the need for learning sophisticated image
editing software. We present one of the first approach to address this
challenging multi-modal problem by combining a referring image seg-
mentation method with a text-guided diffusion model. Specifically, we
propose a conditional classifier-free guidance scheme to better guide the
diffusion process along the direction from the referring expression to the
target prompt. In addition, we provide a new localized ranking method
and further improvements to make the generated edits more robust. Ex-
perimental results show that the proposed framework can serve as a
simple but strong baseline for referring object manipulation. Also, com-
parisons with several baseline text-guided diffusion models demonstrate
the effectiveness of our conditional classifier-free guidance technique.

Keywords: Referring segmentation, text-guided image manipulation

1 Introduction

With the surge of digital content and an ever increasing number of daily cre-
ators, there have been more and more needs for easy-to-use image/video editing
tools. However, existing tools usually require expensive software or professional
knowledge of editing techniques. To allow image editing to be more accessible to
diverse user groups, recent works are beginning to explore image manipulation
with natural language, which can serve as a highly intuitive user interface [5,41].

Recently, the combination of large-scale vision-language models [42] and high-
quality generative models [25,38] led to interesting new text-driven applications,
including text-guided image manipulation [4,37,41] and out-of-domain image
translation [13]. However, previous methods typically modify the image globally,
and fine-grained control of specific objects is not possible. A number of recent
methods [4,37,53] also allow to use a segmentation mask as an additional input,
so that users can specify the regions for text-guided inpainting. While providing
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User tells how to edit the image 1) Identify the regions to manipulate 2) Edit image to match the target text

Change 
“the happy woman”
to “a happy puppy”

Fig. 1. Referring object manipulation problem setting. Given an image, a referring text
prompt that describes which region to edit, and a target text prompt describing how
to modify the specified region, our goal is to generate a photo-realistic edited image
that matches all (both referring and target) textual descriptions.

a mask is a convenient interface for image editing, it still requires the users to
draw a good mask that fully covers the regions of interest.

In this work, we introduce the new problem of referring object manipulation,
which can provide a fully automatic user interface of image editing with natural
language. The goal of this task is to generate photo-realistic image edits that
follow the target text description, given an input image and a text referring to
a specific region in the image. The edited output image should be different from
the input image only in the referred regions, and the intended modifications
should correctly reflect the attributes described in the target text. The main
concept of our proposed problem setting is illustrated in Fig. 1.

To address this challenging problem for the first time, we present a simple
baseline framework that combines a referring object segmentation model with
text-guided image manipulation model. In particular, we leverage the pretrained
models of MDETR [21] and GLIDE [37] for localizing the referring object and
editing the region with textual guidance, respectively. While naive sequential
combination of the two models shows plausible result, we propose three addi-
tional techniques for improvement: 1) a new conditional classifier-free guidance
for better guiding the generation process in GLIDE, 2) localized ranking of mul-
tiple generations, and 3) dilation of the intermediate segmentation mask. Note
that, our proposed techniques do not require any additional training or fine-
tuning of the pretrained model parameters but still shows significant improve-
ments. The experimental results and analyses demonstrate the effectiveness of
the proposed framework, both qualitatively and quantitatively with a user study.

In summary, our contributions are as follows:

– We introduce a new problem of referring object manipulation, and propose
a simple and effective baseline framework.

– We present conditional classifier-free guidance for improved manipulation of
local image regions using a text-guided diffusion model.

– The proposed framework generates the most favorable image edits qualita-
tively and outperforms all compared baselines.
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2 Related Works

2.1 Text-guided image manipulation

Multi-modal representation learning Many existing works on vision and
language learn a joint representation used for various downstream applications,
including image captioning [28], visual question answering [3], and text-based
image retrieval [22]. With the advances in Transformers [49] in the language do-
main, recent representation learning methods [19,42] also adopt similar architec-
tures and train a joint embedding space with large-scale image-text data [32,46].
Notably, CLIP [42] model, which is trained on 400 million image-text pairs with
contrastive learning approach, provides a powerful representation that can be
used to estimate the semantic similarity between a given image-text pair.

Text-guided image generation/manipulation Early works on text-guided
image synthesis [45,60] and manipulation [11,36,62] train a conditional GAN [35]
based model with learned text embeddings. While the fidelity of the generated
samples are greatly improved in the following efforts [30,54,61], images generated
using these models are usually restricted to specific domains (e. g. flowers [50]
or birds [39]), and could not be generalized to make diverse natural images.

Recently, text-guided image generation/manipulation problem [5,41,53] is
gaining increased attention with the progress in large-scale multi-modal rep-
resentation learning methods [19,42]. The most impressive works leverage the
strong generative power of modern GANs [23,24,25] combined with CLIP. No-
table approaches include StyleCLIP [41], which introduces three methodologies
to manipulate the latent space of StyleGAN2 [25] with textual guidance using
the semantic power of CLIP. Also, Bau et al. [5] used additional user-given mask
input to perform text-guided inpainting using StyleGAN2 and CLIP. Following
works develop many interesting new improvements, such as enabling out-of-
domain manipulations [13], exploring robustness [34] or disentanglement [55] for
better generative quality, and accelerating inference time [29]. However, GAN-
based approaches are often limited to a restricted domain of their training data
and require special GAN inversion techniques [1,2,64] to manipulate real images.

On the other hand, several approaches aim to use diffusion models [48] as an
alternative to GANs. These efforts combines a conditional diffusion model with
CLIP and demonstrate robust out-of-domain manipulation [26], capabilities for
local manipulation on realistic natural images [4], and photo-realistic synthesis
and editing with a large-scale model [37]. In particular, the GLIDE model of
Nichol et al. [37] greatly improves the previous work DALL-E [43] with diffusion
models and classifier-free guidance [16]. In this work, we adopt GLIDE for text-
guided local image manipulation with a novel guidance scheme fitted for the new
problem of referring object manipulation.

We note that Zhang et al. [63] introduce a similar problem setting of im-
age manipulation by text instruction, which specifies the object or region of the
input image in natural language. However, their method is only tested on syn-
thetic datasets with constrained set of vocabularies, whereas we demonstrate the
capabilities of our framework on much more challenging settings.
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2.2 Referring image segmentation

Referring image segmentation, first introduced by Hu et al. [18], aims to segment
a target region (object or stuff) in an image that corresponds to the given natu-
ral language expression. Standard approaches [18,31,33,47,59] first extract image
features with a CNN and text features with LSTM [17]. Then, the multi-modal
features are fused to estimate the segmentation mask using an image segmen-
tation model. Recent approaches adopt Transformers [49] for extracting better
text features [21,56], better fusion and localization [12,20,58], or sometimes to
train a unified multi-modal model [10,57].

Current state of the recent referring image segmentation models are surpris-
ingly good, which motivated us to directly use the results for the challenging task
of referring object manipulation. Though we choose to use MDETR [21] in this
paper for its good performance and code availability1, note that any other model
can take place in our framework, and we can also benefit from the developments
in referring image segmentation architectures.

3 Background

In this section, we briefly review the series of developments in guided diffusion
models: the baseline diffusion model [15,48], classifier guidance [9], classifier-free
guidance [16], and CLIP guidance [37]. The line of works form the fundamentals
of our proposed classifier-free guidance technique and are all compared in the
experiments. We generally follow the notations as summarized in GLIDE [37].
For detailed mathematical derivations, we refer the readers to [15] and [9].

3.1 Diffusion Models

Given a sample from the real data distribution x0 ∼ q(x0), a diffusion process
generates a Markov chain of latent variables x1, ..., xT by adding Guassian noise
at each timestep t:

q(xt|xt−1) := N (xt;
√
1− βtxt−1, βtI), (1)

where the amount of noise is controlled by a variance schedule {βt ∈ (0, 1)}Tt=1. It
is known that if βt is small enough, the posterior q(xt−1|xt) can be approximated
by a diagonal Gaussian, and that the final variable xT approximately follows
N (0, I) with sufficiently large amount of total noise added. Since calculating
the true posterior q(xt−1|xt) is infeasible, an approximate model pθ needs to be
learned as follows:

pθ(xt−1|xt) := N (µθ(xt), Σθ(xt)). (2)

Then, sample generation can be done by starting with a random Gaussian noise
xT ∼ N (0, I) and sequentially sampling xT−1, ..., x0 using the learned model. In

1 https://github.com/ashkamath/mdetr

https://github.com/ashkamath/mdetr
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practice, Ho et al. [15] uses a reparameterization trick [27] and decompose the
latent variable xt into a mixture of signal x0 and some additive noise ϵ, which
is estimated by a noise approximation model ϵθ(xt, t). They also derive µθ(xt)
as a function of ϵθ(xt, t), fix Σθ to a constant, and use a simplified mean-square
error objective for practical benefits:

Lsimple := Et∼[1,T ],x0∼q(x0),ϵ∼N (0,I)[||ϵ− ϵθ(xt, t)||2]. (3)

3.2 Guided Diffusion

Dhariwal and Nichol [9] showed that better class-conditioned samples can be
generated with classifier guidance. Concretely, the mean µθ(xt|y) and variance
Σθ(xt|y) of the diffusion model is perturbed by the classifier’s gradient for a
target class y. The resulting perturbed mean µ̂θ(xt|y) can then be calculated as:

µ̂θ(xt|y) = µθ(xt|y) + s ·Σθ(xt|y)∇xt
log pϕ(y|xt), (4)

where the coefficient s is a guidance scale that controls the trade-off between
sample quality and diversity (higher s gives better quality with less diversity).
One downside of classifier guidance is that it requires a separate classifier which
needs to be explicitly trained on noisy input images (to simulate the latent
variables xt). This introduces notable additional complexity, since the standard
pretrained classifiers (trained on clean images) cannot be used.

3.3 Classifier-free guidance

Classifier-free guidance (CFG), first proposed by Ho and Salimans [16], is a recent
technique that removed the need for a separately trained classifier. Specifically,
when training a class-conditional diffusion model ϵθ(xt|y), the class label y is
randomly replaced with a null label ∅ with a fixed probability (denoted as an
unconditional model, ϵθ(xt|∅)). Sampling is done by a linear combination of the
conditional and unconditional model estimates:

ϵ̂θ(xt|y) = ϵθ(xt|∅) + s · (ϵθ(xt|y)− ϵθ(xt|∅)), (5)

where s ≥ 1 is the guidance scale. Intuitively, CFG further extrapolates the
output of the model along the direction of ϵθ(xt|y), moving away from ϵθ(xt|∅).

GLIDE [37] used CFG with generic text prompts, which is implemented by
randomly replacing the text captions with an empty sequence (∅) during training.
The generative process can then be guided towards the caption c as

ϵ̂θ(xt|c) = ϵθ(xt|∅) + s · (ϵθ(xt|c)− ϵθ(xt|∅)). (6)

CFG can be thought of a self-supervised way of leveraging the learned knowledge
of a single diffusion model. In this work, we extend this approach to give better
guidance direction when applied to a referring object manipulation problem.
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3.4 CLIP Guidance

CLIP [42] is a popular method of learning joint image-text representation. The
model consists of an image encoder f(x) and a caption encoder g(c), which
is trained with a contrastive loss that encourages a high dot product for the
matching image (x) - text (c) pairs and low values otherwise.

Since CLIP provides a way of measuring the semantic distance between an
image and a caption, many previous works use it for designing text-guided image
manipulation models using the state-of-the-art GANs [13,41]. More recently, the
same idea is applied to diffusion models [4,26,37], where the noisy classifier of
classifier guidance (Eq. (4)) is replaced with a CLIP model:

µ̂θ(xt|c) = µθ(xt|c) + s ·Σθ(xt|c)∇xt (f(xt) · g(c)) . (7)

Prior works [7,8] have shown that the public CLIP models are capable of guiding
the diffusion models, even though they are not trained with noisy input images
xt as in [9]. However, GLIDE [37] has shown that noise-aware trained model,
named as noised CLIP model, performs considerably better than the unnoised
CLIP, and we use the noised version in our comparison experiments.

4 Method

4.1 Problem setting

We formulate the problem of Referring Object Manipulation (ROM), which aims
to modify the referring region of interest from an input image to conform to
the target text expression. Specifically, a ROM model has three inputs: an input
image I, a referring text prompt cref, and a target text prompt ctarget. The output

is an edited image Ĩ, which should successfully contain the attributes described
in the target text. To achieve this goal, a model should correctly infer the local
regions where cref is referring to, and then manipulate the regions according
to the target ctarget. This is a challenging task that requires full multi-modal
(vision and language) understanding and high-quality generative models. The
conceptual illustration is shown in Fig. 1.

Referring object manipulation problem can be decomposed into two sub-
problems, referring image segmentation and text-guided image inpainting. Re-
ferring image segmentation models aim to estimate a precise segmentation mask
M, given an input image I and a referring prompt cref. The goal of text-guided
image inpainting models is to generate a photo-realistic edited image Ĩ given an
input image I, a (user-given) mask specifying the regions to edit, and a target
prompt ctarget. Therefore, by substituting the user-given mask with the auto-
matically generated mask M, we can build an end-to-end ROM framework.

With recent developments in both fields (referring segmentation and text-
guided inpainting), a sequential combination of two models serves as a simple
but strong baseline. However, due to the different focus and the evaluation met-
rics in each field, there exists some cases when the errors from an earlier model
propagates and generates visually unpleasing outputs. In the following subsec-
tions, we propose a novel solution to make the generations more robust.
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MDETR
(ReferSeg)

Referring prompt : “Large art”

Input Image

Mask Dilation

GLIDE

(inpainting)

Edited image

Target prompt : “A painting of a Welsh Corgi”
Sampe B outputs & get top-ranked image

Fig. 2. Architecture overview. First, MDETR model estimates the referred-to segmen-
tation mask given the input image and the referring text prompt. Then, using the input
image, the dilated segmentation mask, and the target text prompt, GLIDE model edits
the masked regions to correctly follow the target prompt. The final output is decided
to be the top-ranked image w.r.t. our localized ranking scheme, out of B = 24 samples.

4.2 Architecture overview

As a realization of the referring object manipulation framework, we combine two
state-of-the-art models in each area: MDETR [21] for referring image segmenta-
tion, and GLIDE [37] for text-guided image inpainting.

MDETR is a Transformer-based text-guided detection model that can localize
a specific image region given a referring textual expression. In practice, we use
the extended MDETR model fine-tuned on PhraseCut dataset [51], which allows
for generating pixel-level segmentation masks along with the bounding boxes.

GLIDE is a large-scale image generation and editing framework based on condi-
tional diffusion models. We use the model specifically trained to perform image
inpainting; in particular, we use the smaller open-sourced version2 that is trained
with a filtered dataset.3

A simple combination of MDETR and GLIDE can occasionally generate im-
pressive output edits, but we also introduce three additional improvements for
more reliable manipulation: conditional classifier-free guidance, context-aware
localized output ranking, and mask dilation. Each new component will be de-
scribed in detail in the following Sec. 4.3, 4.4, and 4.5, respectively.

Note that we use the pretrained models from MDETR and GLIDE as is,
without any further training or fine-tuning. Also, any referring object segmenta-
tion model can be substituted instead of MDETR, and any conditional diffusion
model can be substituted instead of GLIDE, as long as it is trained with the
inpainting setting with a mask input.

2 https://github.com/openai/glide-text2im
3 The filtered dataset aims to remove any potential bias in the data and pretrained

models. This model should be denoted as GLIDE (filt.) following the original
work [37], but we omit (filt.) in this paper for brevity, since all of our experiments
are done with the publicly available filtered version.

https://github.com/openai/glide-text2im
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Conditional classifier-free guidance

Classifier-free guidance

“Jaguar”

No prompt

“Cheetah”

Output space of  . 
the noise prediction model      .

Fig. 3. Conceptual illustration of conditional classifier-free guidance. While the origi-
nal classifier-free guidance (CFG) can be thought of guiding the denoising generative
process from no input prompt, our conditional CFG starts from the referring prompt
and can make the manipulation (empirically) easier on the noise prediction space ϵθ.

4.3 Conditional Classifier-free Guidance

Inspired by StyleCLIP [41] (global direction) and StyleGAN-NADA [13], we aim
to guide the generative process along the direction of the source to the target.
However, unlike StyleGAN [25], which has a well-analyzed latent embedding
space [52], diffusion models currently do not have such correspondent. Neverthe-
less, we provide an intuitive modification to the classifier-free guidance for each
time step in the (reverse) diffusion process, based on its geometric interpretation
of extrapolating towards the noise prediction given a target caption.

Formally, recall the classifier-free guidance towards the caption c (Eq. (6),
where c = ctarget in our problem setting). Instead of starting the guidance from
an empty set ∅, we propose to guide the generative sampling process starting
from our reference text prompt cref as follows:

ϵ̂θ(xt|c) = ϵθ(xt|cref) + s · (ϵθ(xt|c)− ϵθ(xt|cref)). (8)

Intuitively, we can think of Eq. (8) as guiding the generative process along the
direction towards the target expression from the referring expression on the joint
(noisy) image-text embedding space, as illustrated in Fig. 3.

To align with the changes in our guidance direction, we also set the input to
the inpainting model as the original input image, instead of the masked image
as in the original GLIDE. We can roughly think of the original classifier-free
guidance as generating a new object in a blank region (corresponding to the
∅ caption). However, since we have additional semantic information about the
referring region with cref in our problem setting, conditioning on this knowledge
is beneficial to the editing quality. The effects of the proposed term is more
discussed in Sec. 5.3.
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4.4 Localized output ranking with context

Many existing works on text-guided generative models [43] first synthesize a
large number of samples and rank the generations using CLIP. Nichol et al. [37]
suggests that CLIP re-ranking is not necessary when a model is trained with
classifier-free guidance, but we have empirically found that the generated images
with higher rankings are perceptually better than the low-ranked images and re-
apply the output ranking scheme. Avrahami et al. [4] proposes to rank the final
generated outputs with a pretrained CLIP model, similarly to [43,44]. However,
they perform ranking only on the masked region, which can sometimes lead the
model to generate a plausible region by itself but does not harmonize with the
unmasked regions well. Thus, we propose to instead rank the final outputs w.r.t.
the bounding box enlarged by a small ratio (×1.3 in practice), for localized
ranking that also considers the surrounding context. Experimental results and
the ranking effects are more discussed in Sec. 5.3.

4.5 Dilated mask prediction

The main problem that arises when using an automatically generated segmen-
tation mask is that the mask prediction can be inaccurate. Especially, we have
empirically found that the errors are much more critical when the mask does not
cover the full object, compared to when the mask is covering the region larger
than the object. Thus, we propose a simple heuristic of enlarging the predicted
segmentation mask with a dilation operator, one of morphological transforma-
tions, to ensure that the mask better covers the referred object. This problem
was not an issue for previous text-guided inpainting approaches, since a user-
generated mask almost always covers the full object.

5 Experiments

5.1 Implementation details

We use PyTorch [40] for implementation. Since our framework does not require
additional training, all results in this paper can be obtained with a single GPU
(we used NVIDIA V100) or by simply using a hosted runtime on Colab [6].
The public GLIDE-inpainting model consists of two separate models: 64 × 64
inpainting diffusion model and 256× 256 (inpainting-aware) upsampling model,
and our proposed improvements are only applied to the 64×64 inpainting model.
Following the setting in GLIDE, we used 100 diffusion steps in the inpainting
model for fast sampling (instead of the full 1000 steps in DDPM [15]), and
27 steps for the upsampling model. For guidance scale s, we found that the
default setting of s = 5 in the open-source GLIDE repository works well for the
compared GLIDE baselines, but our method typically works better for a larger
scale of s = 15. The code to reproduce our experimental results is publicly
released4 to facilitate future research on referring object manipulation.

4 https://github.com/google/referring-manipulation

https://github.com/google/referring-manipulation
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5.2 Comparisons

We compare the proposed framework with three baselines: 1) Blended-diffusion
[4] (denote as ‘Blended’) and GLIDE with 2) CLIP guidance and 3) Classifier-free
guidance (CFG). We use the images and captions from the PhraseCut dataset
[51] for our comparisons, but occasionally modify the referring captions to a more
salient object (or stuff) for better visualizations on our manipulation settings.
We manually give the target text prompts to demonstrate new and interesting
edits. For the compared models, the user-given mask inputs are substituted with
the prediction from MDETR (and dilated). The overall qualitative results are
summarized in Fig. 4.

In general, we found that CLIP-guided approach is susceptible to making ad-
versarial examples that fool the CLIP model (as discussed in [14]). The Blended
model is able to mitigate this issue by augmentations and generates high-quality
edits, but sometimes shows imbalanced proportions between the masked region
and the rest (also mentioned in [4]). CFG and our conditional CFG enables to
remove CLIP during the diffusion steps and generates plausible edits most of
the time, but the results using our conditional CFG is usually more realistic.

We also demonstrate more diverse generations w.r.t. each target text prompt
in Fig. 5. Note that when there is no target prompt, the model performs inpaint-
ing and fills in the masked region from the surrounding context. Please refer to
our supplementary materials for additional qualitative results and analyses in
various different settings.

User studies For quantitative evaluation of the editing quality, we perform a
human subjective test on 20 sample outputs, compared with Blended [4] and
GLIDE (CLIP and CF-guided). In each testing case, we show the input image,
the local region of interest, the target text, and 4 output edits including ours.
The order of the display is randomized, and each participant is asked to rank
the 4 outputs. A total of 60 users participated in this study, and the aggregated
results are shown in Table 1. We found that no single model absolutely wins
over the other, since all models have strong generation capabilities and give
plausible outputs. However, our CCF-guided method shows the best average rank
(best rank is 1, worst is 4), and our algorithm has 54.4% of winning probability
when compared with the second best method of Blended, and 58.4% against the
most similar baseline, CF-guided GLIDE. We report more detailed results in our
supplementary document due to the page limit.

5.3 Ablation studies

Effects of guidance direction Given an input image and the segmentation
mask estimated by MDETR, we compare the effects of the guidance direction
of GLIDE in Fig. 6. Note that all results are obtained using exactly the same
values of the pretrained parameters regardless of the guidance scheme. While all
methods are capable of generating realistic outputs, our results tend to better
keep the characteristics of the original image, while CF-guided GLIDE generates
more diverse results. This is because CF-guided GLIDE model does not know
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Fig. 4. Comparison between existing methods on text-guided image manipulation using
images from PhraseCut dataset [51]. All models use the same input mask given by the
output of MDETR [21]. Our conditional classifier-free guidance is able to make more
visually pleasing edits that correctly follow the target text.
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Input   +  “Banana”

Input    +   “Boat”

Target:   No prompt “Green beans” “Cucumber” “Chopsticks”“Sausage”

Target:   No prompt “Sail boat” “Rock” “Statue of Liberty”“Dolphin”

Fig. 5. Qualitative example for diverse target text queries. We use the guidance scale
s = 15.0 for all methods. Interestingly, inpainting the bananas without any condition
led to generating what looks like a shrimp tempura due to the dipping sauce next to
it. We could also generate many interesting objects near the horizon.

Table 1. User study results. We report the average rank (1∼4) and the winning prob-
ability of a method in each row against the other models in each column.

Method Avg. Rank↓
Winning prob. vs:

Blend G-CLIP G-CF Ours

Blended 2.40 - 57.8% 51.4% 45.6%
GLIDE (CLIP-guided) 2.82 42.2% - 46.6% 34.2%
GLIDE (CF-guided) 2.57 48.6% 57.4% - 41.6%
Ours (CCF-guided) 2.20 54.4% 65.8% 58.4% -

the masked-out region which our CCF-guided model knows, and each can be
beneficial for its own use cases. Also, exploring which characteristic of the input
image are preserved on the noise manifold of the diffusion process would make
an interesting future work, which is out of scope of this paper.

Effects of localized ranking A qualitative comparison between the ranking
method in Blended [4] and ours is shown in Fig. 7. Since the outputs are gen-
erated using the same guidance scheme with the same random seed, the total
set of output images should be identical. However, the top-ranked results for the
proposed localized ranking technique are usually more realistic and harmonize
with the nearby context better.

Effects of mask dilationWe show the effects of enlarging the intermediate seg-
mentation mask with dilation in Fig. 8. If the predicted segmentation mask does
not cover fully cover the object of interest, the remaining boundaries strongly
affect how the model infers nearby context. This leads to generating a similar
object category or some other unpleasing artifacts instead of removing the target
object.
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Refer to:   “Car” Target prompt :      “A motorcycle”

Input + Inferred Mask GLIDE (CLIP-guided) GLIDE (CF-guided) Ours (CCF-guided)

Fig. 6. The effects of different guidance methods. Four samples using different random
seeds are shown for each guidance scheme. CLIP-guidance sometimes fails to generate
the full object and shows only distinctive parts. While CF-guidance and Ours (CCF-
guided) successfully synthesize the target object as a whole, ours tend to more keep
the characteristics of the original input image, e. g. red color, unless otherwise guided
by the target prompt.
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Fig. 7. The effects of different ranking mechanisms. While the set of total generated
images for the first and the second rows are the same, the masked ranking tends to
prefer relatively thicker potato-like objects, whereas our top-ranked outputs are thinner
and match the target text better.

6 Limitations and Future Work

Although our proposed referring object manipulation framework with condi-
tional classifier-free guidance generates plausible image edits, it still has several
major limitations. First, at its current state, it cannot generate images of reso-
lution other than 64× 64 or 256× 256, due to the constraint in the conditional
diffusion model that we used. We believe that further research in conditional
diffusion model can mitigate this issue. Second, our model cannot recover from
a wrong segmentation output, because we sequentially combine the two separate
models explicitly. Given the recent progress in vision-language transformers, we
think that designing a fully end-to-end trainable architecture for referring ob-
ject manipulation would also be an interesting direction for research. Third, the
current model cannot perform very fine-grained manipulation, and the edited
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Fig. 8. The effects of mask dilation for inpainting (no target text). For k = 1 or k = 3,
the model infers from the remaining white bed sheets or the bottom frame, which
makes potentially unwanted artifacts. We show the enlarged region in the yellow box.

outputs for the referred regions are sometimes blurry. Even though we provide
better conditioning on the input image and referred prompt, there still exists
a lot of room for improvement in preserving the original image details and re-
moving the boundary effects or artifacts. Also, building an easy-to-use editing
tool enables even unskilled users to make fake imagery, which raises many safety
concerns on potential bias and fairness of the model. The open-source model of
GLIDE that we use has already considered safety issues in various aspects, but
further effort will be required as a community to prevent any harmful use cases.

7 Conclusions

In this paper, we introduced a new problem of referring object manipulation
and the first approach to address this task. The proposed framework combines
a referring image segmentation method with a text-guided diffusion model and
guides the generative diffusion process with a novel conditional classifier-free
guidance scheme. We also proposed a new localized ranking method and mask
dilation technique, which leads to visually more pleasing edits when combined to-
gether. As we demonstrate and analyze in the experiments, our model is capable
of serving as a simple and effective baseline for referring object manipulation.
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