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Abstract Generating and editing images from open domain text prompts
is a challenging task that heretofore has required expensive and specially
trained models. We demonstrate a novel methodology for both tasks
which is capable of producing images of high visual quality from text
prompts of significant semantic complexity without any training by us-
ing a multimodal encoder to guide image generations. We demonstrate
on a variety of tasks how using CLIP [37] to guide VQGAN |[11] pro-
duces higher visual quality outputs than prior, less flexible approaches
like minDALL-E [19], GLIDE [33] and Open-Edit [24], despite not be-
ing trained for the tasks presented. Our code is available in a public
repository.

Keywords: generative adversarial networks; grounded language; image
manipulation

1 Introduction

Using free-form text to generate or manipulate high-quality images is a challeng-
ing task, requiring a grounded learning between visual and textual representa-
tions. Manipulating images in an open domain context was first proposed by the
seminal Open-Edit [24], which allowed text prompts to alter an image’s content.
This was done mostly with semantically simple transformations (e.g., turn a red
apple green), and does not allow generation of images. Soon after DALL-E [38]
and GLIDE [33] were developed, both of which can perform generation (and
inpainting) from arbitrary text prompts, but do not themselves enable image
manipulation.

In this work we propose the first a unified approach to semantic image gener-
ation and editing, leveraging a pretrained joint image-text encoder [37] to steer
an image generative model [11]. Our methodology works by using the multimodal
encoder to define a loss function evaluating the similarity of a (text, image) pair
and backpropagating to the latent space of the image generator. We iteratively
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update the candidate generation until it is sufficiently similar to the target text.
The difference between using our technique for generation and editing is merely
a matter of initializing the generator with a particular image (for editing) or
with random noise (for generation).

A significant advantage of our methodology is the lack of additional training
required. Only a pretrained image generator and a joint image-text encoder are
necessary, while all three of Liu et al. [24], Ramesh et al. [38], and Nichol et al.
[33] require training similar models from scratch. Additionally Ramesh et al. [38]
and Nichol et al. [33] train generators from scratch.

We demonstrate several significant contributions, including:

1. High visual quality for both generation and manipulation of images.

2. High semantic fidelity between text and generation, especially when seman-
tically unlikely content co-occurs.

3. Efficiency in that our method requires no additional training beyond the pre-
trained models, using only a small amount of optimization per inference.

4. The value of open development and research. This technique was developed
in public and open collaboration has been integral to its rapid real-world
success. Non-authors have already extended our approach to other modalities
(e.g., replacing text for audio) and commercial applications.

The rest of our manuscript is organized as follows. In Section [2] we discuss
how of how our methodology works, resulting in a simple and easy-to-apply
approach for combing multiple modalities for generation or manipulation. The
efficacy of VQGAN-CLIP in generating high quality and semantically relevant im-
ages is shown in Section [3] followed by superior manipulation ability in Section [4
The design choices of VQGAN-CLIP to obtain both high image quality and fast
generation are validated by ablations in Appendix [G] and Section [f] discusses
resource usage and efficiency considerations. As our approach has been public
since April 2021, we are able to show further validation by external groups in
Section [6] This use includes extensions to other modalities, showing the flexibil-
ity of our approach, as well as commercial use of VQGAN-CLIP that demonstrate
its success at handling open-domain prompts and images to a satisfying degree.
Finally we conclude in Section [7]

2 Owur Methodology

To demonstrate our method’s effectiveness we apply it using VQGAN [11] and
CLIP [37] as pre-trained models, and so refer to our approach as VQGAN-CLIP.
We stress, however, that our approach is not specific to either model and that
subsequent work has already shown success that builds on our work using other
models |5} 27, |46| |12], and even in other modalities [18] 50].

We start with a text prompt and use a GAN to iteratively generate candi-
date images, at each step using CLIP to improve the image. We optimize the
image by treating the squared spherical distance between the embedding of the
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candidate and the embedding of the text prompt as a loss function, and differ-
entiating through CLIP with respect to the GAN’s latent vector representation
of the image, which we refer to as the “z-vector” following Oord, Vinyals, and
Kavukcuoglu . This process is outlined in Fig.
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Figure 1: Diagram showing how augmentations are added to stabilize and im-
prove the optimization. Multiple crops, each with different random augmenta-
tions, are applied to produce an average loss over a single source generation.
This improves the results with respect to a single latent Z-vector.

To generate an image, the “initial image” contains random pixel values. The
optimization process is repeated to alter the image, until the output image grad-
ually improves such that it semantically matches the target text. We can also
edit existing images by starting with the image-to-edit as the “initial image”.
The text prompt used to describe how we want the image to change is used
identically to the text prompt for generating an image, and no changes to the
architecture exist between generation and manipulation besides how the ‘initial
image” is selected.

We use Adam [20] to do the actual optimization, a learning rate of 0.15,
B =(0.9,0.999), and run for 400 iterations for the experiments in this paper.

2.1 Discrete Latent Spaces for Images

Unlike the naturally discrete nature of text, the space of naturally occurring im-
ages is inherently continuous and not trivially discretized. Prior work by Oord,
Vinyals, and Kavukcuoglu borrows techniques from vector quantization
(VQ) to represent a variety of modalities with discrete latent representations by
building a codebook vocabulary with a finite set of learned embeddings. Given a
codebook of vocabulary size K with embedding dimension ny,, Z = {z;}€ € R,
This is applied to images by constructing a convolutional autoencoder with
encoder £ and decoder G. An input image z € [ is first embedded with the
encoder z = E(z). We can then compute the vector quantized embedding = as

Zg = argmin ||z; j — zi |
ZLEZ
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which we can then multiply back through the vocabulary in order to perform
reconstruction. We can then use a straight-through estimator on the quantization
step in order to allow the CNN and codebook to be jointly trained end-to-end.
We use the popular VQGAN [11] model for the experiments in this paper.

2.2 Contrastive Text-Image Models

To guide the generative model, we need a way to adjust the similarity of a
candidate generation with the guidance text. To achieve this, we use CLIP, 37],
a joint text-image encoder trained by using contrastive learning. We use CLIP to
embed text prompts and candidate generated images independently and measure
the cosine similarity between the embeddings. This similarity is then reframed
as a loss that we can use gradient descent to minimize.

2.3 Augmentations

One challenge of using VQGAN-CLIP is that gradient updates from the CLIP loss
are quite noisy if calculated on a single image. To overcome this we take the
generated candidate image and modify it many times, producing a large number
of augmented images. We take random crops of the candidate image and then
apply further augmentations such as flipping, color jitter, noising, etc. [39] Most
high level semantic features of an image are relatively invariant to these changes,
so averaging the CLIP loss with respect to all of the augmented images reduces
the variance of each update step. There is a risk that a random crop might
dramatically change the semantic content of an image (e.g. by cropping out an
important object), but we find that in practice this does not cause any issues.
For the results presented in this paper we used an augmentation pipeline
consisting of: random horizontal flips, random affine projections, random per-
spective projections, random color jitter, and adding random Gaussian noise.

2.4 Regularizing the Latent Vector

When using an unconstrained VQGAN for image generation, we found that
outputs tended to be unstructured. Adding augmentations helps with general
coherence, but the final output will often still contain patches of unwanted tex-
tures. To solve this problem we apply a weighted L? regularization to the the
z-vector.

This produces a regularized loss function given by the equation

N
Loss = Lepip + - %ZZZQ

i=0
where « is the regularization weight. This encourages parsimony in the represen-
tation, sending low information codes in VQGAN’s codebook to zero. In practice
we note that regularization appears to improve the coherence of the output and
produces a better structured image. We decay the regularization term by 0.005
over the course of generation.
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2.5 Additional Components

Our methodology is highly flexible and can be extended straightforwardly de-
pending on the use-case and context due to the ease of integrating additional
interventions on the intermediate steps of image generation. Researchers using
our framework have introduced a number of additional components, ranging
from using ensembles [6], to using Bézier curves for latent representations |13,
5|, to using perturbations to make the results more robust to adversaries [25].
Although they aren’t used in the main experiments of this paper, we wish to call
attention to two in particular that we use frequently: “prompt addition” and
masked image editing. We give an overview of both here, and provide additional
experiments and information in Appendix [H]

Prompt Addition: We have found that our users are often interested in applying
multiple text prompts at the same time. This can be achieved by computing
the loss against multiple target texts simultaneously and adding the results. In
Appendix [H.I] we use this tool to explore the semantic cohesion of VQGAN-CLIP’s
generations.

Masking: A common technique in image generation and editing is masking, where
a portion of an image is identified ahead of time as being where a model should
edhﬂ VQGAN-CLIP is compatible with masking by zeroing out the gradients in
parts of the latent vector that one wishes to not change. However VQGAN-CLIP
can also leverage the semantic knowledge of CLIP to perform self-masking with-
out any non-textual human input.

3 Semantic Image Generation

The primary application of our methodology is for generating images from text.
In contrast to previous work on this topic 38, 33, 49], we do not perceive creat-
ing photo-realistic images or images that could convince a human that they are
real photographs as our primary goal. Our focus is on producing images of high
visual quality that are semantically meaningful in relation to a natural language
prompt, which we demonstrate in this section. This in fact requires abandoning
photo-realism when prompts may ask for artistic or explicitly unrealistic gener-
ations and edits. A loosely curated set of example generations is presented in
Fig. 2

As VQGAN-CLIP has been publicly available for almost a year, we have had the
opportunity to observe people experimenting with and building off of VvQGAN-
CLIP in the wild. In Appendix [D] we show a sample of artwork created by people
other than the authors of this paper are included to demonstrate the power and
range of VQGAN-CLIP.

5 In the context of image this is often referred to as “infilling,” but we will use “mask-
ing” as a general term to refer to both.
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(a) Oil painting of a
candy dish of glass
candies, mints, and
other assorted sweets

(d) A beautiful paint-
ing of a building in a
serene landscape

(g) an astronaut in
the style of van Gogh

(j) effervescent hope

(b) A colored pencil
drawing of a waterfall

(e) sketch of a 3D
printer by Leonardo
da Vinci

(h) Baba Yaga’s
house + fantasy art

(k) the Tower of Ba-
bel by J.M.W. Turner

(¢) A fantasy paint-
ing of a city in a deep
valley by Ivan Aiva-
zovsky

(f) an autogyro flying
car, trending on art-
station

(i) pickled eggs, tem-
pera on wood

(1) a futuristic city in
synthwave style

Figure2: Example VQGAN-CLIP generations and their text prompts. Prompts
selected to demonstrate a range of visual styles that VQGAN-CLIP is capable of
producing including classical art (g, i), modern art (1), drawings (e), oils (a), and
others not included due to space.
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3.1 Artistic Impressions

We find that VQGAN-CLIP is able to evoke the artistic style of famous artists and
major artistic styles from around the world. Fig. [] features “an astronaut in the
style of van Gogh” whose background evokes Starry Night and “the Tower of
Babel by J. M. W. Turner” which draws on Turner’s color palate and use of light.
Another way this can be seen is by directly asking for “a painting by [name]”
or “art by [name].” In Fig. [3| we present six images created this way drawing on
artists from different regions, time periods, and artistic styles. While the images
often are missing cohesion (most likely due to the vagueness of “a painting” as
a prompt) they are each markedly reminiscent of the artist in question. While
CLIP would obviously find these images visually similar to other works by the
artist, we also find that non-CLIP-based image similarity approaches reliably
identify these images as visually similar to work by the artists. To validate this
we queried Google’s Reverse Image Search using each generation in Fig. [3] and
in every case a real painting by the target artist was the most similar image.

\
Lt

(d) Turner (e) Kahlo (f) Mehretu

Figure 3: Stylistic impressions of famous artists. Third party tools like Google’s
Reverse Image Search indicate that real paintings by the target artists are the
most visually similar images in every case.

3.2 Comparisons to Other Approaches

The closest prior work in open domain generation of images comes from DALL-E
and GLIDE [33], which claim to train very large pretrained text-to-image
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models. DALL-E and GLIDE are purported to be 12 billion and 5 billion pa-
rameters, respectively, while VQGAN-CLIP together is 227 million. Unfortunately,
we were not allowed to study the models purported in the respective papers by
their authors. We instead use the state-of-the-art models using each methodol-
ogy methodologies. This includes minDALL-E [19] (1.3 B parameters) and two
versions of GLIDE (783 M parameters without CLIP and 941 M with) that
OpenAl has released.

To evaluate our model, we recruited humans and asked them to rate the
alignment of (text, image) pairs on a scale of 1 (low) to 5 (high). In particular,
they were directed to rate higher quality images that do not match the prompt
lower than lower quality images that do. Prompts were selected based on prin-
ciples learned from our experience working with these models but without prior
knowledge of how the models would behave on the particular prompts in ques-
tion. All prompts and generated images can be found in Appendix[D] To provide
the maximal advantage to our competitors, minDALL-E and GLIDE examples
are cherry-picked best-of-five, while VQGAN-CLIP examples are uncherry-picked
(best-of-one). Table 1 shows the mean score per prompt for each model. We find
that humans overwhelmingly view the generations using our technique as more
aligned with the input text.

A B CDETV FGH I J K L Mean

minDALL-E 3.3 2332371527 221333303523 27
GLIDE (CF) 3.0 4.0 2.7 3.2 1.3 2.5 1.3 1.2 2.0 2.3 2.0 2.8 2.3
GLIDE (CLIP) 3.2 4.0 2.8 4.8 3.0 2.7 1.8 2.5 3.7 2.3 3.7 5.0 3.3
VQGAN-CLIP 4.35.04.85.04.54.54.84.74.23.84.7 4.7 4.6

Table 1: Mean human ratings of generations by each model considered on a score
of 1 (worst) to 5 (best).

3.3 Qualitative Analysis

A sampling of representative results is shown in Fig. [4] for four different prompts
using minDALL-E, two variants of GLIDE (filtered), and our vVQGAN-CLIP. Fur-
ther comparisons, including the prompts in Fig. [2] can be found in Appendix [E]
We find that the minDALL-E and the GLIDE (filtered) models are much more
variable in the quality of their generations. While they are able to produce im-
ages that are clearly recognizable in response to the prompts “the universal
library trending on artstation” and “a charcoal drawing of a cathedral,” their
generations in response to “a child’s drawing of a baseball game” are largely
unrecognizable and their responses to “a forest rendered in low poly” ignore
the later half of the prompt. These latter cases demonstrate the low semantic
relevance of prior methods’ output given the prompt.
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(a) the univer- (b) a charcoal (c) a child’s (d) a forest ren-
sal library trend- drawing of a drawing of a dered in low poly
ing on artstation cathedral baseball game

Figure 4: Text based generations of images. Top to bottom: minDALL-E, GLIDE
(CLIP-guided), GLIDE (CF-guided), and our VQGAN-CLIP.

The “child’s drawing” case is of particular note here in that a child’s drawing
is expected to have lower visual clarity and lack of structure. That VQGAN-
CLIP is able to correctly modulate its ability for fine details is thus of note to
show that VQGAN-CLIP is not intrinsically biased toward producing fine details
when inappropriate, and correctly identifies the appropriate context of multi-part
prompts. Further evidence of this can be found in Figs. 0] to [[2] where vQGAN-
CLIP is able to produce generations for the prompts “A colored pencil drawing
of a waterfall” and “sketch of a 3D printer by Leonardo da Vinci” that showcase
the properties of the medium (visible strokes, the use of shading, the fact that
the image is created on a piece of paper) while still producing a compelling visual
image.
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4 Semantic Image Editing

As far as we are aware, our framework is the first in the literature to be able
to perform semantic image generation and semantic image editing. There are
other examples in the literature of generative models that can perform style
transfer [36], image inpainting 33, and other types of image manipulation
, but we note that each of these represent distinct tasks from open domain
semantic image editing. By contrast, to adapt our generation methodology to
image editing all that is required is to replace the randomly initialized starting
image with the image we wish to edit.

4.1 Comparison to State-of-the-Art

For semantic image editing we compare to Open-Edit . As far as we are
aware, Open-Edit is the only published research on open domain semantic image
editing other than our work. To avoid giving any accidental advantage to our
methodology, we focus primarily on the domains presented as examples in Liu
et al. such as changing colors and textures. We use the default settings for
their model and the same prompting structure as in their paper.

Color editing Here we prompt the model to change the dominant color palette
without degrading the image quality or any of the finer details. The results can
be seen in Fig. [5] where prior Open-Edit causes destructive transformations of
the content of the image. In the second case the “Red bus” also shows a single
desired target for manipulation that is respected by VQGAN-CLIP, but Open-Edit
causes a change in coloration of the entire image.

Instruction Original

VQGAN-CLIP Open-Edit

=

“Red Bus” !

ad

Figure 5: Examples of editing the color in an image. Original on the left, our
VQGAN-CLIP in the middle, and Open-Edit on the right. VQGAN-CLIP better
maintains original structure of the content while limiting unintended distortion.
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Weather Modification Another use case that Liu et al. highlight as a
success of their model is weather modification, changing the overall weather
conditions present in an image. Results on this task are shown in Fig. [6] where
Open-Edit’s reliance on edge maps to maintain structure show a limitation in
editing ability. The needed alterations often change more of the image content
that would violate the edge maps, preventing Open-Edit from being as successful
in achieving the desired content change.

Instruction Original

e

VQGAN-CLIP Open-Edit
| (
b

w-\_
& 4!
Lin]

poo i

“Foggy Sky — Clear Sky”
“Clear Sky — Cloudy Sky”

“Cloudy — Sunny”

Figure 6: Weather alteration can required greater alteration of scene structure
that Open-Edit is not able to perform, as shown in the “Cloudy — Sunny”
example that needs to alter the sky in addition to brightness levels.

Misc We include extra miscellaneous examples to emphasize that this is open
domain image editing and the performance is not limited to select types of
transformations. These are shown in Fig. [7] and we note the “wooden” and
“focused” examples demonstrate a task with less correlative semantics. This
further requires a more robust grounding between modalities for success and
the ability of our approach to better handle a breadth of possible inputs for
open-domain prompts and images.

5 Resource Considerations

Our approach runs in (935.2 £+ 20.4)s on an NVIDIA Tesla K80 and (229.5 +
26.2) s on an NVIDIA GeForce RTX 2080 Ti (10 runs in each sample). This is



12 K Crowson, S Biderman et al.

Instruction Original VQGAN-CLIP Open-Edit

“Wooden”

“Withered Flowers”

“Focused”

Figure 7: More challenging modifications that required greater linguistic ground-
ing to visual content to achieve, again showing VQGAN-CLIP is better able to edit
image content.

approximately three times slower than minDALL-E and ten times slower than
GLIDE (filtered) in our testing. Although we would like to analyze the trade-offs
involved with the fact that both models required extensive pretraining none of
the papers we compare to report their training requirements in enough detail
to analyze the trade-offs brought about by this difference. We encourage the
authors to release more information about their models so that more complete
analysis can be done.

5.1 Efficiency as a Value

One of the goals of this research is to increase the accessibility of Al image gener-
ative and editing tools. We have deliberately limited our approach to something
that requires less than 11 GB of VRAM, so that it fits inside widely available
commercial GPUs such as K80s. This GPU is particularly important from an
accessibility standpoint, as it is the largest GPU that can be easily obtained
using a free account on Google Colaboratory. The full generative process takes
less than 3 minutes in a Google Colab notebook, making this a viable approach
for anyone with access to the internet and a Google account.

Researchers with significantly more resources can obtain higher quality im-
ages using various augmentations left out of this paper, such as using an ensemble
or additional auxiliary models to regularize the generations. While pushing the
performance of our methodology to the maximum is a worthwhile endeavour, the
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fact that we can outperform the current state-of-the-art while running on freely
available resources is something that we view as particularly worth highlighting.
We leave determining the optimal framework with unbound resources to future
work.

5.2 Runtime Analysis

DALL-E [38], GLIDE (33|, and Open-Edit [24] all also incorporate image gener-
ators and joint text-image encoders into their architecture. Unlike our method
however, they require computationally intensive training and finetuning. This
invites the question of trade-offs between training and inference time. Unfortu-
nately, none of the aforementioned papers report their training requirements in
enough detail to estimate their training requirements. We are however able to es-
timate how long minDALL-E [19], the current state-of-the-art DALL-E model,
takes to train at 504 V100-hours for the base model plus an additional 288
V100-hours to finetune on ImageNet [§]. Through private communication with
the authors, we were able to learn that GLIDE (filtered) required 400 A100-days
to train, which we approximate as 19,200 V100-hours for ease of comparison.

Model K80 P100 V100 Training

minDALL-E 216.0s £07.6s 60.0s £5.5s 016.3s £2.7s 792 V100-hours
GLIDE (filtered) 096.2s 4+ 00.1s 19.2s +0.3s 009.7s + 1.1s 19,200 V100-hours
VQGAN-CLIP 935.2s £ 20.4s 654.3s £ 10.1s 188.3s £1.2s 0 V100-hours

Table 2: Run-time of minDALL-E, GLIDE (filtered) and VQGAN-CLIP on a va-
riety of GPUs. Each cell shows the mean and standard deviation of a 10-run
sample. minDALL-E becomes cheaper than VQGAN-CLIP after 858 V100-hours
have been expended while GLIDE (filtered) requires 20200 V100-hours.

On all hardwares evaluated, our model is substantially slower than both
minDALL-E and GLIDE (filtered). However. In terms of trade-offs between
training and inference on V100 GPUs, minDALL-E’s total cost becomes cheaper
than VQGAN-CLIP at ~ 15,800 generations, while GLIDE(filtered) requires ~
384,000. In terms of compute expended, minDALL-E becomes cheaper than
VQGAN-CLIP after 858 V100-hours while GLIDE (filtered) requires 20200 V100-
hours. While cost and efficiency concerns depend significantly on individual
contexts, the fact that GLIDE (filtered) only becomes as efficient as VQGAN-
CLIP efficient after tens of thousands of dollars of compute have been expended
substantially limits researchers’ ability to experiment with and iterate on the
methodology. The same applies to minDALL-E, albeit with a price tag in the
thousands rather than tens of thousands.
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6 Adoption of VQGAN-CLIP

A unique aspect of VQGAN-CLIP has been its public development over the past
year, which has resulted in an active community of users and real-world impact
within and beyond classical computer vision. Kwon and Ye [21], Frans, Soros,
and Witkowski [13], Chen, Dumay, and Tang [5], Liu et al. [25], and Tian and
Ha [46] create additional components (see Section that they insert into our
framework to improve performance in particular target domains, and Avrahami,
Lischinski, and Fried [2] and Gu et al. [15] experiment with diffusion models in
place of VQGAN. Several other researchers |27, 12} [33] evaluate their pretrained
models by substituting them in for VQGAN or CLIP in our framework.

Beyond computer vision, Yang and Buehler [51] show that it is useful in the
materials engineering design processes. Wu et al. [50] and Jang, Shin, and Kim
[18] builds on our work by using the framework to perform sound-guided image
generation. In the domain of affective computing and HCI, Galanos, Liapis, and
Yannakakis [14] has further found VQGAN-CLIP able to elicit targeted emotions
from viewers.

This last example helps explain the widespread commercial adoption of VQGAN-
CLIP, with over a dozen commercial apps built to provide it as a service and over
500 NFTs produced using our method sold. A sampling of commercial websites
using VQGAN-CLIP include NightCafe, Wombo Art, snowpixel.app, starryai.com,
neuralblender.com, and hypnogram.xyz. Collectively, across these sites, VQGAN-
CLIP has been used over 10 million times, showing the veracity of our approach
to handle unstructured and diverse user content.

7 Conclusion

We have presented VQGAN-CLIP, a method of generating and manipulating im-
ages based on only human written text prompts. The quality of our model’s
generations have high visual fidelity and remain faithful to the textual prompt,
outperforming prior approaches like DALL-E and GLIDE. The fidelity has been
externally validated by commercial success and use by multiple companies. Com-
pared to the only comparable approach to text based image editing, VQGAN-CLIP
continues to produce higher quality visual images — especially when the textual
prompt and image content have low semantic similarity.
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