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Abstract. Recent advances in the Active Speaker Detection (ASD)
problem build upon a two-stage process: feature extraction and spatio-
temporal context aggregation. In this paper, we propose an end-to-end
ASD workflow where feature learning and contextual predictions are
jointly learned. Our end-to-end trainable network simultaneously learns
multi-modal embeddings and aggregates spatio-temporal context. This
results in more suitable feature representations and improved perfor-
mance in the ASD task. We also introduce interleaved graph neural net-
work (iGNN) blocks, which split the message passing according to the
main sources of context in the ASD problem. Experiments show that the
aggregated features from the iGNN blocks are more suitable for ASD,
resulting in state-of-the art performance. Finally, we design a weakly-
supervised strategy, which demonstrates that the ASD problem can also
be approached by utilizing audiovisual data but relying exclusively on
audio annotations. We achieve this by modelling the direct relationship
between the audio signal and the possible sound sources (speakers), as
well as introducing a contrastive loss.

1 Introduction

In active speaker detection (ASD), the current speaker must be identified from a
set of available candidates, which are usually defined by face tracklets assembled
from temporally linked face detections [35,5,28]. Initial approaches to the ASD
problem focused on the analysis of individual visual tracklets and the associated
audio track, aiming to maximize the agreement between the audio signal and
the visual patterns [35,9,49]. Such an approach is suitable for scenarios where a
single visual track is available. However, in the general (multi-speaker) scenario,
this naive correspondence will suffer from false positive detections, leading to
incorrect speech-to-speaker assignments.

Current approaches for ASD rely on two-stage models [28,25,40]. First, they
learn to associate the facial motion patterns and its concurrent audio stream by
optimizing a multi-modal encoder [35]. Then, this encoder serves as a feature
extractor for a second stage, in which multi-modal embeddings from multiple
speakers are fused [1]. These two-stage approaches are currently preferred given
the technical challenges of end-to-end training with video data. Despite the com-
putational efficiency of these approaches, their two-stage nature precludes them
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Fig. 1: Fully and weakly-supervised audiovisual embeddings. In the fully
supervised scenario (left), we use the face crops as visual data and the Mel-
frequency cepstral coefficients as audio data, we rely on visual and audio labels
to directly optimize a shared feature embedding. In contrast, in the weakly
supervised scenario, we omit the visual labels and optimize using only audio
supervision. By modeling the visual-temporal consistency and speech-to-speaker
assignments, we are able to optimize a shared embedding that can detect the
active speakers without any visual supervision.

from fully leveraging the learning capabilities of modern neural architectures,
namely directly optimizing the features for the multi-speaker ASD task.

In this paper, we present a novel alternative to the traditional two-stage ASD
methods, called End-to-end Active Speaker dEtEction (EASEE), which is the
first end-to-end pipeline for active speaker detection. Unlike conventional meth-
ods, EASEE is able to learn multi-modal features from multiple visual tracklets,
while simultaneously modeling their spatio-temporal relations in an end-to-end
manner. As a consequence, EASEE feature embeddings are optimized to cap-
ture information from multiple speakers and enable effective speech-to-speaker
assignments in a fully supervised manner. To generate its final predictions, our
end-to-end architecture relies on a spatio-temporal module for context aggrega-
tion. We propose an interleaved Graph Neural Network (iGNN) block to model
the relationships between speakers in adjacent timestamps. Instead of greedily
fusing all available feature representations from multiple timestamps, the iGNN
block provides a more principled way of modeling spatial and temporal interac-
tions. iGNN performs two message passing steps: first a spatial message passing
that models local interactions between speakers visible at the same timestamp,
and then a temporal message passing that effectively aggregates long-term tem-
poral information.

Finally, EASEE’s end-to-end nature allows the use of alternative supervision
targets. In this paper, we propose a weakly-supervised strategy for ASD, named
EASEE-W (shown in Figure 1). EASEE-W relies exclusively on audio labels,
which are easier to obtain, to train the whole architecture. To optimize our
network without the visual labels, we model the inherent structure in the ASD
task, namely the direct relationship between the audio signal and its possible
sound sources, i.e. , the speakers.
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Contributions. This paper proposes EASEE, a novel approach for active speaker
detection. Its end-to-end nature enables direct optimization of audio-visual em-
beddings and leverages novel training strategies, namely weak supervision. Our
work brings the following contributions: (1) We devise the first end-to-end
trainable neural architecture EASEE for the active speaker problem (Sec-
tion 3.1), which learns effective feature representations. (2) In EASEE, we pro-
pose a novel iGNN block to aggregate spatial and temporal context based
on a composition of spatial and temporal message passing. We show this refor-
mulation of the graph structure is key to achieve state-of-the-art results (Sec-
tion 4.1). (3) Based on EASEE, we propose the first weakly-supervised
ASD approach that enables the use of only audio labels to generate predic-
tions on visual data (Section 4.3). To ensure reproducible results and foster
future research, we have made all the resources of this project available at:
https://github.com/fuankarion/end-to-end-asd.

2 Related Work

Early approaches to the ASD problem [12] attempted to correlate audiovisual
patterns using time-delayed neural networks [42]. Follow up works [37,15] ap-
proached the ASD task by limiting the analysis only to visual patterns. These
approaches rely only on visual data given the biases of the single speaker scenario
(i.e. speech can only be attributed to the single visible speaker). A parallel corpus
of work focused on the complementary task of voice activity detection (VAD),
which aims at finding speech activities among other acoustic events [38,6]. Sim-
ilar to visual data, audio-only information was also proven to be useful in single
speaker scenarios [13].

The recent interest in deep neural architectures [36,27,26] shifted the fo-
cus in the ASD problem from hand-crafted feature design to multi-modal rep-
resentation learning [32]. As a consequence, ASD has become dominated by
CNN-based approaches, which rely on convolutional encoders originally devised
for image analysis tasks [35]. Recent works [5,11] approached the more general
multi-speaker scenario, relying on the fusion of multi-modal information from
individual speakers. Concurrent works have also focused on audiovisual feature
alignment. This resulted in methods that rely on audio as the primary source of
supervision [4], or focused on the design of multi-modal embeddings [10,11,31,39].

The recent availability of large-scale data for the ASD task [35] has enabled
the use of state-of-the-art deep convolutional encoders [19,18]. In addition to
these deep encoders, current approaches have shifted focus to directly modeling
the temporal features over short temporal windows, typically by optimizing a
Siamese Network with modality specific streams. The work of Chung et al. [9]
explored the use of a hybrid 3D-2D encoder pretained on VoxCeleb [10] to analyze

these temporal windows, while Zhang et al. [19] focused on improving the feature
representation by using a contrastive loss [17] between the modalities.
To complement this short-term analysis, many methods[25,28,410] have aimed

to incorporate contextual information from overlapping visual tracklets. The


https://github.com/fuankarion/end-to-end-asd

4 Alcézar et al.

work of Alcazar et al. [1] introduced a data structure to represent an active
speaker scene, and the features in this structure are improved by using self-
attention[43,41] and recurrent networks [20)].

Current state-of-the-art techniques incorporate contextual representation and
rely on deep 3D encoders for the initial feature encoding and recurrent networks
or self-attention to analyze the scene’s contextual information [28,25,10,50]. We
depart from this standard approach and devise a strategy to train end-to-end
networks that simultaneously optimize features from a shared multi-modal en-
coder. This enables the direct optimization of temporal and spatial features for
the ASD problem in a multi-speaker setup.

2.1 Graph Convolutional Networks

The current interest in non-Euclidean data [16,21,22,29,30,47] has focused the at-
tention of the research community on Graph Convolutional Networks (GCNs) as
an efficient variant of CNNs [24,45]. GCNs have achieved state-of-the-art results
in zero-shot recognition [14,23], 3D understanding [16,29,16], and action recog-
nition in video [21,47,48] by harnessing the flexibility of graphs representations.
Recently, GCNs have been widely used in the field of action recognition, focusing
on skeleton-based approaches that rely only on visual data [2,14]. For applica-
tions in audiovisual contexts, GCNs have been utilized to study inter-correlations
in videos for automatic recognition of emotions in conversations [33,34]. In the
ASD domain, Alcazar et al. [28] introduced the use of GCNs, developing a two-
stage approach where a GCN network would module interactions between audio
and video across multiple frames. We present an alternative to this approach
where we focus on the end-to-end modelling, and perform independent steps of
message passing along the spatial and temporal dimensions.

3 End-to-End Active Speaker Detection

Our approach relies on the initial generation of independent audio and visual
embeddings at specific timestamps. These embeddings are fused and jointly op-
timized by means of a graph convolutional network [24]. To this end, we devise
a neural architecture with three main components: (i) audio Encoder, (ii) visual
Encoder, and a (iii) spatio-temporal Module. The visual encoder (f,) performs
multiple forward passes (one for each available tracklet), and the audio encoder
(fa) performs a single forward pass on the shared audio clip. These features
are arranged according to their temporal order and (potential) spatial overlap,
creating an intermediate feature embedding () that enables spatio-temporal
reasoning. Unlike other methods, we construct @ such that it can be optimized
end-to-end. Thus @ captures multi-modal and multi-speaker information, enables
information flow across modalities, and ultimately improves network predictions.
Figure 2 contains an overview of our proposed approach.
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Fig.2: Overview of the EASEE architecture. We fuse information from
multiple visual tracklets, and their associated audio track. We rely on a 3D
CNN to encode individual face tracklets, and a 2D CNN to encode the audio
stream (Grey Encoders). These embeddings are assembled into an initial multi-
modal embedding (®) containing audiovisual information from multiple persons
in a scene. We map this embedding into a graph structure that performs mes-
sage passing steps over spatial (light orange) and temporal dimensions (light
green). Our layer arrangement favors independent massage passing steps along
the temporal and spatial dimensions.

3.1 EASEE Network Architecture

The main goal of EASEE is to aggregate related temporal and spatial informa-
tion from different modalities over a video segment. To enable efficient end-to-end
computation, we do not densely sample all the available tracklets in a temporal
window, but rather define a strategy to sub-sample audiovisual segments inside
a video. We define a set of temporal endpoints where the original video data
(visual and audio) is densely sampled. At every temporal endpoint, we collect
visual information from the available face tracklets and sample the associated
audio signal (See Figure 3). To further limit the memory usage, we define a fixed
number of tracklets (i) to sample at every endpoint. Since the visual stream
might contain an arbitrary number of tracklets, we follow [I] at training time
and sample ¢ tracklets with replacement. Hence, from every temporal endpoint,
we create i + 1 feature embeddings associated with it (¢ visual embeddings from
fo and the audio embedding from f,).

We create temporal endpoints over a video segment following a simple strat-
egy, we select a timestamp t and create [ temporal endpoints over the video
at a fixed stride of k£ frames. The location of every endpoint is then given by
L = {t,t+ k,t+ 2k,....,t + lk}. This reduces the total number of samples from
the video data by a factor of k and allows us to sample longer sections of video
for training and inference.

Spatio-Temporal Embedding. We build the embedding @ over the endpoint set
L. We define the audiovisual embedding e at time t for speaker s as e;; =
{fa(t), fu(s,t)}. Since there may be multiple visible persons at this endpoint
(i.e. |s| > 1), we define the embedding for an endpoint at time ¢ with up to @
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Fig.3: EASEE Sub-Sampling. For every temporal endpoint, we sample i face
tracklets and the corresponding audio signal. This sampling is repeated over [
consecutive temporal endpoints separated by stride k. The ¢ + 1 feature embed-
dings obtained at each timestamp are forwarded through the audio (yellow) and
visual (light green) encoders fused into the spatio-temporal embedding D; . 1.+

speakers as Fy; = {et0,€1,1,€t2,...,€:,i . The full spatio-temporal embedding
D; 11+ is created by sampling audio and visual features over the endpoint set L,
where @; 1t = {Etiy-os Ptakyis oo, Brtikiy. As @i ¢ is assembled from inde-
pendent forward passes of the f, and f, encoders, we share weights for forward
passes in the same modality, thus each forward/backward pass accumulates gra-
dients over the same weights. This shared weight scheme largely simplifies the
complexity of the proposed network, and keeps the total number of parameters
stable regardless of the values for [ and 3.

Upon computing the initial modality embeddings, we map ®; ;. into a
spatio-temporal graph representation. Following [28], we map each feature in
&, 1,1, into an individual node, resulting in a total of (i + 1) % nodes. Every
feature embedding goes through a linear layer for dimensionality reduction be-
fore being assigned to a node. Unlike [28], we are not interested in building a
unique graph structure that performs message passing over all the possible re-
lationships in the node set. Instead, we choose to independently model the two
types of information flow in the graph, namely spatial information and temporal
information.

3.2 Graph Neural Network Architecture

In EASEE, the GCN component fuses spatio-temporal information from video
segments. This module implements a novel composition pattern where the spatial
and temporal information message passing are performed in subsequent layers.
We devise a building block (iGNN) where the spatial message passing is per-
formed first, then temporal message passing occurs. After these two forward
passes, we fuse the feature representation with the previously estimated feature
embedding (residual connection). We define the iGNN block at layer J as:

B, = M*(A*D;0°),&, = M*(A'D; 0")
P72 = iGNN(97) = (M' o M*)(®7) + &7 = M (M* (97) ) + &7
———

HJI+1
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Here, M* is a GCN layer that performs spatial message passing using the
spatial adjacency matrix A® over an initial feature embedding (#”), thus pro-
ducing an intermediate representation with aggregated local features (&771).
Afterwards the GCN layer M performs a temporal message passing using the
temporal adjacency matrix A?. 0% and 0% are the parameter set of their respec-
tive layers. The final output is complemented with a residual connection, thus
favoring gradient propagation.

In EASEE, the assignment of elements from the embedding @; ;s to graph
nodes remains stable throughout the entire GCN structure (i.e. we do not per-
form any pooling). This allows us to create a final prediction for every tracklet
and audio clip contained in @;;+ by applying a single linear layer. This ar-
rangement creates two types of nodes: Audio Nodes, which generate predictions
for the audio embeddings (i.e. speech detected or silent scene), and Video Nodes
which generate predictions for the visual tracklets (i.e. active speaker or silent).
EASEE'’s final predictions are made only from the output of visual nodes. Audio
nodes are supervised in training, but their forward phase output is not suitable
for the ASD task. The training loss is defined as: £ = L, + L,,. Where L, is the
loss over all audio nodes and L, is the loss over all the video nodes. Both losses
are implemented as cross-entropy loss (CE).

3.3 Weakly Supervised Active Speaker Detection

State-of-the-art methods rely on fully supervised approaches to generate consis-
tent predictions in the ASD problem. Typically, they work in a fully supervised
manner in both learning stages, using audiovisual labels to train the initial fea-
ture encoder and also to supervise the second stage learning [25,40,1,28]. The
end-to-end nature of EASEE enables us to approach the active speaker prob-
lem from a novel perspective, where the multi-speaker scenario can be analyzed
relying on a weak supervision signal, namely audio labels. In comparison to vi-
sual labels, audio ground-truth is less expensive to acquire, as it only establishes
the start and end point of a speech event. Meanwhile, labels for visual data
must establish the fine-grained association between every temporal interval in
the speech event and its visual source.

A naive training of EASEE with audio labels only, would optimize the pre-
dictions for the audio nodes (speech events). As outlined before, such predictions
are suitable for the voice activity detection task, but the more fine grained ASD
task will have poor performance as the visual nodes lack any supervision and
yield random outputs. To generate meaningful predictions for the visual nodes
while relying only on audio supervision, we reformulate our end-to-end training
to enforce information flow between modalities by adding two extra loss func-
tions on the graph structure. This reformulation enables meaningful predictions
over the visual data despite the lack of visual ground-truth. We name this version
of our approach EASEE-W | a novel architecture that is capable of making active
speaker predictions that rely only on weak binary supervision labels from the au-
dio stream. An overview of the key differences between EASEE and EASEE-W
is show in Figure 4.
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Fig.4: EASEE Weakly Supervised. Fig.5: ‘Weakly Supervised
We drop all the visual supervision (£,) Losses. We enforce an individ-
in EASEE and enforce positive predic- ual speaker assignment if there
tions in the video nodes (light green) is a detected speech event (left).
in the presence of a speech event (£;), Temporal consistency pulls together
along with consistent visual feature features for faces of the same person
representations for the same identities and creates differences for faces of
(Le). different persons (right).

Local assignment loss. We design a loss function that models local dependencies
in the ASD problem: if there is a speech event, we must attribute the speech to
one of the locally associated video nodes. Let V; be the output of video nodes at
time ¢ (|V¢| > 2), and yq+ the ground truth for the audio signal at time ¢:

Ls = Yar (Yar — max(Vy)) + (1 = yar) max(V;)

The first term y,¢(yq: —max(V;)) will force EASEE-W to generate at least one
positive prediction in V; if y,+ = 1 (i.e. select a speaker if speech is detected).
Likewise, the second term (1 — yq:) max(V;) will force EASEE-W to generate
only negative predictions in V; in the absence of speech. While this loss forces
the network to generate video labels that are locally consistent with the audio
supervision, we show that these predictions only improve the performance over
a random baseline and do not represent an improvement over trivial audiovisual
assignments.

Visual contrastive loss. We complement L, with a contrastive loss (L.) applied
over the video data. As shown in Figure 5, the goal of this loss is to enforce
feature similarity between video nodes that belong to the same person, and pro-
mote feature differences for non-matching identities. Considering that the AVA-
ActiveSpeaker dataset [35] does not include identity meta-data, we approximate
the sampling of different identities by selecting visual data from concurrent track-
lets®. To simplify the contrastive learning, we modify the sampling scheme for

3 Since tracklets include a single face and were manually curated, it is guaranteed that
two tracklets that overlap in time belong to different identities. If there is a single
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EASEE-W, and force i = 2 regardless of the real number of simultaneous track-
lets. If there are more than 2 visible persons in the scene, we just sample without
replacement.

In practice, we follow [7] and apply this loss on the second to last layer of the
iGNN block. Let £, be the loss for the audio nodes in the last iGNN block (see
Figures 4 and 5), then the loss used for EASEE-W is: £, = L, + L5 + L.. No
video labels are required, i.e. the speaker-to-speech assignments are unknown.

3.4 Implementation Details

We provide additional training details in the supplementary material

4 Experimental Results

In this section, we provide extensive experimental evaluation of our proposed
method. We mainly evaluate EASEE on the AVA-ActiveSpeaker dataset [35] and
also present additional results on Talkies [28]. We begin with a direct comparison
to state-of-the-art methods. Then, we perform an ablation analysis, assessing
our main design decisions and their individual contributions to EASEE’s final
performance. We conclude by presenting the empirical evaluation of EASSE-
W in the weakly supervised setup. We include further assessment in known
challenging scenarios in the supplementary material.

AVA-ActiveSpeaker [37] is the first large-scale test-bed for ASD. AVA-
ActiveSpeaker contains 262 Hollywood movies: 120 in the training set, 33 in
validation, and the remaining 109 in testing. The dataset provides bounding
boxes for a total of 5.3 million faces. These face detections are manually linked
to produce face tracks that contain a single identity. All AVA-ActiveSpeaker
results reported in this paper were obtained using the official evaluation tool
provided by the dataset creators, which uses average precision (mAP) as the
main metric for evaluation.

Talkies is a manually labeled dataset for the ASD task [28]. This dataset
was collected from social media videos and contains 23, 507 face tracks extracted
from a total of 799,446 individual face detections. Unlike AVA-ActiveSpeaker, it
is based on short clips and about 20% of the speech events are off-screen speech,
i.e. the event cannot be attributed to a visible person.

4.1 Comparison to state-of-the-art

We compare EASEE against state-of-the-art ASD methods. The results for
EASEE are obtained with [ = 7 temporal endpoints, i = 2 tracklets per end-
point, and a stride of k = 5. This configuration allows for a sampling window of
about 2.41 seconds regardless of the selected backbone. For fair comparison with

person in the scene, we sample additional visual data from another tracklet in a
different movie where no speech event is detected.



10 Alcézar et al.

Visual Encoder Temporal
Method Backbone 2D/3D Context ' mAP
AVA Baseline et al. [37] MobileNet 2D X 79.2
AVA Baseline + GRU et al. [35] MobileNet 2D v 82.2
FaVoA [3] ResNet18 2D 4 84.7
MAAS-LAN [2¢] ResNet18 2D X 85.1
Chung et al. [9] ResNet18  3D+2D v 85.5
ASC [1] Resnet18 2D v 87.1
MAAS-TAN [28] ResNet18 2D 4 88.8
EASEE-2D (Ours) ResNet18 2D v 91.1
UniCon [50] Multiple 2D 4 92.0
Zhang et al. [19] Custom 3D+2D X 84.0
EASEE-50 I=1, i=8 (Ours) ResNet18 3D X 89.6
TalkNet [10] Custom 3D+2D 4 92.3
EASEE-18 (Ours) ResNet18 3D v 93.3
ASDNet [27] ResNext101 3D v 93.5
EASEE-50 (Ours) ResNet50 3D 4 94.1

Table 1: State-of-the-art Comparison on AVA-ActiveSpeaker. Our best
network (EASEE-50) outperforms any other method by at least 0.6 mAP
even approaches that build upon much deeper networks. Our smaller network
(EASEE-18) remains competitive with the previous state-of-the-art. In the 2D
scenario EASEE-2D only lags behind UniCon [50], improving the closest method
by at least 0.9 mAP.

other methods, we report results of three EASEE variants: ‘EASEE-50" that uses
a 3D backbone based on the ResNet50 architecture, ‘EASEE-18’ that uses a 3D
model based on the much smaller Resnet18 architecture, and ‘EASEE-2D’ that
uses a 2D Resnet18 backbone. Results are summarized in Table 1.

We find that the optimal number of iGNN blocks changes according to the
baseline architecture. For the ResNet18 encoder, 6 blocks (24 layers total in the
GCN) are required to achieve the best performance, whereas for ResNet50, only
4 blocks (16 layers total in the GCN) are required. Since we find the best results
with ¢ = 2, and there are scenes with 3 or more simultaneous tracklets, we follow
[28]. At inference time, we split the speakers in non-overlapping groups of 2, and
perform multiple forward passes until every tracklet has been labeled.

We observe that our method outperforms all the other approaches in the
validation subset. EASEE-50 is 0.6 mAP higher than the previous state-of-the-
art (ASDNet [25]). We highlight that ASDNet relies on the deep ResNext101
encoder, whereas EASEE-50 is built on the much smaller ResNet50. Our smaller
version (EASEE-18) only lags behind ASDNet by 0.2, and outperforms every
other model by at least 1.0 mAP. We also implement a version of EASEE-50
that models only spatial relations (i.e. [ = 1). This model reaches 89.6 mAP,
outperforming every other network that generates predictions without long-term
temporal modelling by at least 4.5 mAP. Finally EASEE-2D outperforms every
other 2D approach except UniCon[50], we explain this result as [50] presents
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a far more complex approach that includes multiple 2D backbones to analyze
audiovisual data, scene layout and speaker suppression, along with bi-directional
GRUs [8] for temporal aggregation.

4.2 Ablation Study

We ablate our best model (EASEE-50) to assess the individual contributions
of our design choices: end-to-end training, iGNN block, and the residual con-
nections between the iGNN blocks. Table 2 contains the individual assessment
of each component. The most important architectural design is the end-to-end
training, which contributes 1.6 mAP. The proposed iGNN brings about 0.4 mAP
when compared against a baseline network where spatial and temporal message
passing is performed in the same layer. Finally, residual connections between
iGNN blocks contribute with an improved performance of 0.3 mAP.

Intermediate Embedding Configuration. We compare the performance of EASEE-
50 with different configurations of the intermediate embedding ®. In Table 3, we
assess the performance of EASEE-50 when changing the number of temporal
endpoints [ and the number of simultaneous tracklets i. We observe that the
best performance arises when ¢ = 2, which is in stark contrast to other meth-
ods [25,28,50] that often rely on aggregating information from 4 or more visual
tracklets. We attribute this to the end-to-end nature of EASEE, where con-
textual cues are directly optimized for the ASD problem, thus requiring less
spatial data for effective predictions. Nonetheless, for small values of [, we find
that EASEE actually benefits from a larger number of visual tracklets (i = 3).
This suggests that in the absence of strong temporal cues, EASEE will focus on
extracting meaningful information from the spatially adjacent tracklets.

We also observe that the temporal dimension of the problem (number of
endpoints 1) is more relevant than the spatial component (number of concurrent
tracklets ¢). When increasing ! from 1 to 7, performance improves significantly,
by 4.8 mAP on average. In contrast, increasing visual tracklets from ¢ = 1 to
i = 4 only yields 1.1 mAP improvement on average. This is consistent with
related works, which show a performance boost when incorporating recurrent
Units and long temporal samplings [35,1,25].

Residual
Network End-to-End iGNN Connections mAP
EASEE-50 X X X 91.9
EASEE-50 v X X 93.5
EASEE-50 v X v 93.7
EASEE-50 v v X 93.8
EASEE-50 v v v 94.1

Table 2: AVA-ActiveSpeaker Ablation. We assess the empirical contribution
of the most relevant components in EASEE. Residual connections contribute
about 0.3 mAP and the proposed iGNN block 0.4 mAP. Overall the most relevant
design choice is the end-to-end trainable nature of EASEE contributing 1.6 mAP.
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End Points (1)
Speakers ()| 1 3 5 7T 9

186.6 90.5 92.4 92.9 92.6
2 189.0 92.3 93.4 94.1 93.8
3 189.6 92.2 93.3 93.8 93.4
4189.2 91.8 93.1 93.7 93.2
Table 3: End Points vs speaker.
Longer temporal windows allow to
improve the performance, achieving
the best result at [ = 7. A large num-
ber of speakers favors performance in

End Points (1)
Clip Size{ 1 3 5 79

11 [87.6 91.4 93.1 93.5 93.2
13 |88.3 91.7 93.3 93.9 93.6
15 189.0 92.3 93.4 94.1 93.8
17 189.3 92.5 93.3 93.9 93.7
Table 4: End Points vs Input Clip.
Long temporal samplings enables bet-
ter predictions in most scenarios. In
the EASEE architecture the input
size for the 3D encoder also provides

shorter windows but ¢ = 2 is the best
parameter for long windows (I > 3).

improved performance, the optimal is
15 frames, which equals to 0.62s

In Table 4, we analyze the effect of the input clip size to the encoder f,
in EASEE. We find that as the clip size increases, performance also improves
but saturates around 15 frames (about 0.62 seconds). For every clip size, longer
temporal sampling (more endpoints) provides better results. The best result is
achieved at [ = 7 with clips of 15 frames.

Design of iGNN blocks. We assess the effectiveness of the proposed iGNN block
by comparing it against the following fusion alternatives: (a) Temporal-Spatial
(iGNN-TS), an immediate alternative to iGNN where temporal message passing
is performed before any spatial message passing is done; (b) Two Stream, where
two independent GCN streams perform spatial and temporal message passing
respectively, and these streams are fused at the end of the network; (c) Parallel,
where the block performs spatial and temporal message passing in parallel and
fuses the features using a fully connected layer; (d) Spatio-Temporal, where a
single graph structure performs temporal and spatial message passing at the
same time [28]. Table 5 summarizes the results.

Overall, we find that the best block design is the one in which spatial message
passing occurs first. Reversing the order of message passing results in a very
similar alternative with only minor performance degradation. In comparison,
the two-stream approach performs significantly worse than all other alternatives,
suggesting that the fusion of temporal and spatial information must occur earlier

iGNN iGNN-TS Two Stream Parallel Spatio-temporal [28]
94.1 94.0 92.8 93.7 93.7

Table 5: iGNN Layering Strategies. We compare multiple strategies to assem-
ble our iGNN block, we find that interleaving the temporal and spatial messages
brings the best results. In comparison a joint massage passing will reduce the
performance by 0.4 mAP, a naive join of this steps with a linear layer reports
the same performance reduction.
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to be effective in an end-to-end scenario. Joint spatio-temporal messaging also
has high performance, but still lags behind the iGNN block.

We conclude this section with the evaluation of EASEE on the Talkies
dataset[28]. Here, we test: (i) a direct transfer of EASEE-50 into the validation
set of Talkies, (ii) directly training EASEE on Talkies, and (iii) using Talkies
as downstream task after pre-training on AVA-ActiveSpeaker. Table 6 summa-
rizes the results. EASEE outperforms [28] for the direct transfer on the Talkies
dataset. Moreover, training on Talkies results in a high performance compara-
ble to that of the AVA-ActiveSpeaker dataset, this is particularly interesting as
Talkies is a dataset that contains a large portion of scenes with out-of screen
speech, a situation that is extremely rare in the AVA-Active Speaker. Finally,
the using talkies as a downstream task results in 1.0 mAP improvement, which
is about 15% relative error improvement.

4.3 Weak Supervision

We conclude this section by evaluating the weakly supervised version of EASEE,
i.e. EASEE-W. To the best of our knowledge, there are no comparable methods
that strictly rely on weak (audio only) supervision in the ASD task. Therefore, we
establish multiple baselines, from random predictions to direct speech-to-speaker
assignment.

We first consider baselines that ignore audio labels and the structure of the
ASD problem: i) random baseline where every speaker gets a random score
sampled from a uniform distribution between [0, 1]. ii) Naive Recall where we
trivially predict every tracklet as an active speaker and iii) Naive Precision that
trivially predicts every tracklet as silent. We also build baselines that rely on
audio supervision. We use our trained audio encoder f, to detect speech intervals
and generate random speech-to-speaker assignments within that time window.
We explore two approaches: iv) Naive Audio assignment where we choose a
random visible speaker whenever a speech event is detected. v) Largest Face
Audio assignment since AVA-Active Speaker is a collection of Hollywood movies,
we follow a common bias in commercial movies, and assign the speech event to
the tracklet that occupies the largest area in the screen. Table 7 summarizes the
results of this experiments in the AVA-ActiveSpeaker dataset.

Network AVA Pre-train Talkies Training mAP
MAAS-TAN [28] v X 79.1
EASEE-50 v X 86.7
EASEE-50 X v 93.6
EASEE-50 v v 94.5

Table 6: Evaluation on Talkies Dataset. We evaluate EASEE on the Talkies
dataset. It outperforms the existing baseline on the direct transfer from AVA-
ActiveSpeaker, and show the results of training EASEE end-to-end in Talkies. Fi-
nally we test the effectiveness of AVA-ActiveSpeakers as pre-training for Talkies.
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We observe that random

. Network mAP
baselines largely under-perform.
Even when the predictions have Random 25.1
a bias towards the largest class ~ Naive Recall 27.1
(silent) results are just 27.1  Naive Precision 27.1
mAP. A relevant increment in Naive Audio Assignment 477
performance (about 20 mAP) Large Face Audio Assignment 49.1
appears when the audio super-
vision is used to generate the EASEE-W L, only 26.1
naive visual assignments. This EASEE-W L, L. only 25.8
improvement is a direct result of EASEE-W L, Ls only 54.4
the structure in the ASD prob- EASEE-W (Lq, Ly, L) 76.2
lem, where speech events are Fully Supervised 2D encoder [35,1] 79.5
attributed to a defined set of
sources. Table 7: Weak Supervision. We show that

When we apply EASEE-W, EASEE-W largely improves over baseline ap-
we see the complementary be- proaches for ASD, it outperform a naive base-
haviour of the proposed loss line by 28.5 mAP, and remains competitive
functions. The baseline with au- with fully supervised 2D encoder.
dio supervision (L, only) ex-
hibits no meaningful improvement over the random base, despite the GCN struc-
ture. A similar situation can be observed if we use the audio supervision and
enforce temporal consistency on the visual features (L.). This indicates that
information flow across modalities can not be trivially enforced by the GCN
module or temporal visual consistency. Including the assignment loss (Lg) re-
sults in a scenario that already improves over the naive assignments suggesting
that local attributions already favor the some meaningful audiovisual patterns.
Finally, the best result is achieved when assignments and temporal consistency
for the visual data are considered. This result improves over any baseline by at
least 27 mAP. We conclude this section highlighting that this result is competi-
tive with baseline approaches that rely on encoding short-temporal information
from a single speaker as outlined in [35,1].

5 Conclusion

We introduced EASEE, a multi-modal end-to-end trainable network for the ASD
task. EASEE outperforms state-of-the-art approaches in the large scale AVA-
ActiveSpeaker[35] dataset, and transfers effectively to smaller sets that contain
out-of-screen speech. EASEE allows for fully supervised and weakly supervised
training by leveraging the inherent structure of the ASD problem and the natural
consistency in video data. Future explorations on the ASD problem might rely
on our label efficient training setup.
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