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1 Qualitative Retrieval results

Office-Home dataset

Fig. 1: Top 10 retrieval results on Office-Home. Row 1, 6: Retrieval results of ID
[3]; Row 2, 7: Retrieval results of ProtoNCE [2]; Row 3, 8: Retrieval results of
CDS [1]; Row 4, 9: Retrieval results of PCS [4]; Row 5, 10: Retrieval results of
our framework. The green and red boxes indicate correct and incorrect retrievals,
respectively.
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Fig. 2: Top 10 retrieval results on Office-Home. Row 1, 6, 11: Retrieval results of
ID [3]; Row 2, 7, 12: Retrieval results of ProtoNCE [2]; Row 3, 8, 13: Retrieval
results of CDS [1]; Row 4, 9, 14: Retrieval results of PCS [4]; Row 5, 10, 15:
Retrieval results of our framework. The green and red boxes indicate correct
and incorrect retrievals, respectively.
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DomainNet dataset

Fig. 3: Top 10 retrieval results on DomainNet. Row 1, 6, 11: Retrieval results of
ID [3]; Row 2, 7, 12: Retrieval results of ProtoNCE [2]; Row 3, 8, 13: Retrieval
results of CDS [1]; Row 4, 9, 14: Retrieval results of PCS [4]; Row 5, 10, 15:
Retrieval results of our framework. The green and red boxes indicate correct
and incorrect retrievals, respectively.
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Fig. 4: Top 10 retrieval results on DomainNet. Row 1, 6: Retrieval results of ID
[3]; Row 2, 7: Retrieval results of ProtoNCE [2]; Row 3, 8: Retrieval results of
CDS [1]; Row 4, 9: Retrieval results of PCS [4]; Row 5, 10: Retrieval results of
our framework. The green and red boxes indicate correct and incorrect retrievals,
respectively.

2 Hyper-parameter Analysis

Here, we analyze the effect of different hyper-parameters on the Clipart-Sketch
pair. Grid search can be employed to find the optimal hyper-parameters. From
Table 1, we make the following observations: 1) 0.5 is the suitable value for α.
The retrieval performance is not optimal when α is set to a smaller or larger
value. 2) Warm-up stage with only instance-wise contrastive loss is necessary
by setting T1 to be a value greater than 0. 3) Fixing the increasing weight for
cluster-wise contrastive loss at T2 = 75 yields the best results. 4) ϕ = 0.01 is
the desirable temperature for clustering probability calculation. 5) Setting the
weight (β) as 0.1 brings the best performance out of our distance-to-distance
loss. 6) The retrieval performance remains stable while changing the value of γ
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from 0.1 to 1. 7) When the cluster number K is set to 5 which is smaller than
the real category number, the retrieval accuracy drops significantly.

Table 1: Cross-domain Retrieval Accuracy (P@200 (%)).
Influence of α in Eq. 4

Domains
α

0.1 0.5 1 2

Clipart→Sketch 45.63 47.75 47.38 44.97

Sketch→Clipart 46.40 48.39 48.17 45.48

Influence of T1 in Eq. 4

Domains
T1

0 20 50 100

Clipart→Sketch 46.86 47.38 47.87 47.32

Sketch→Clipart 47.00 48.17 48.68 48.41

Influence of T2 in Eq. 4

Domains
T2

50 75 100 125

Clipart→Sketch 47.32 48.25 47.38 46.04

Sketch→Clipart 47.77 49.06 48.17 46.05

Influence of ϕ in Eq. 5

Domains
ϕ
0.005 0.01 0.015 0.02

Clipart→Sketch 43.48 47.38 46.18 45.06

Sketch→Clipart 43.87 48.17 46.07 45.37

Influence of β in Eq. 11

Domains
β
0.075 0.1 0.125 0.15

Clipart→Sketch 45.34 47.38 46.23 43.28

Sketch→Clipart 45.66 48.17 46.67 43.24

Influence of γ in Eq. 11

Domains
γ

0.1 0.2 0.5 1

Clipart→Sketch 47.30 47.52 47.38 47.55

Sketch→Clipart 47.78 47.97 48.17 47.44

Influence of cluster number K

Domains
K

5 7 14 21

Clipart→Sketch 39.05 47.38 47.45 45.04

Sketch→Clipart 39.40 48.17 48.37 45.32
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