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Fig. 1: Given a scene image (a), relationships contribute to depth estimation,
as shown left to right in (b-d). Compared with the explicit spatial information
from in front of (a), the implicit spatial information from under (b) also
benefits the depth estimation. More interestingly, wear (c), which is intuitively
non-spatial, in reality contributes significantly to depth estimation.

Abstract. Considering the role played by the inter-object relationships
in monocular depth estimation (MDE), it is easy to tell that relation-
ships, such as in front of and behind, provide explicit spatial priors. How-
ever, it is hard to answer the questions that which relationships contain
useful spatial priors for depth estimation, and how much do their spatial
priors contribute to the depth estimation? In this paper, we term the
task of answering these two questions as ‘Relationship Spatialization’
for Depth Estimation. To this end, we strive to spatialize the relation-
ships by devising a novel learning-based framework. Specifically, given a
scene image, its image representations and relationship representations
are first extracted. Then, the relationship representations are modified
by spatially aligned into the visual space and redundancy elimination. Fi-
nally, the modified relationship representations are adaptively weighted
to concatenate with the image ones for depth estimation, thus accom-
plishing the relationship spatialization. Experiments on KITTI, NYU v2,
and ICL-NUIM datasets show the effectiveness of the relationship spa-
tialization on MDE. Moreover, adopting our relationship spatialization
framework to the current state-of-the-art MDE models leads to marginal
improvement on most evaluation metrics.
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Fig. 2: Depth error decreases during our relationship spatialization process in
the red boxed Table area (a-d). Only the visual understanding is utilized in
(a); all Table-related in-image relationships are added in (b); only the effec-
tive relationships are identified and then equally added in (c); the identified
relationships are contribution-accordingly weighted and then added(d).

1 Introduction

Having a look at Fig. 1, it can be found that the depth estimation benefits from
cooperating with the relationships in the scene. For example, the woman is closer
to us than the screen because it is in front of the screen, which provides explicit
spatial prior. The table is farther than the bag, although the spatial prior of under
is implicit, the bag is with smaller depth in the imaging coordinate because it is
closer to the image center compared with the table. More interestingly, although
wear seems with no spatial priors intuitively, it certainly contributes to the depth
estimation, since it constrains that the depth of the shirt should be aligned with
the depth of the man. Hence, it can be seen that the inter-object relationships
provide a huge amount of spatial priors for depth estimation.

Despite the relationships come with lots of spatial priors, before we claim
their effects on MDE, there are two questions that require explorations. Firstly,
which kinds of relationships are effective for MDE? Some of the relationships
always come with spatial priors, such as behind, while others, like has, may not.
Thus, it is important to learn to find effective relationships for each object.
Secondly, how much do the effective ones contribute to MDE? Even human
observers can easily find out which relationships provide the cues for the object’s
depth, it is indeed hard to tell their relative importance. Therefore, in order to
reveal the embedded spatial priors in the relationships, it is important to quantify
their contribution to MDE. In this paper, we term the task of answering these
two questions as Relationship Spatialization for Depth Estimation.

Towards solving the proposed Relationship Spatialization task, we propose
a novel framework that combines both visual understanding and relationship
understanding for depth estimation. Different from the simple combination of
information, the relationship representations are automatically and adaptively
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weighted, thus are learned to be effectiveness-identified and contribution-quantified.
Thus, the relationships are spatialized for depth estimation.

Specifically, given a scene image, we firstly feed it into an image representa-
tion extractor module, which can be any deep learning MDE model, to obtain
the image representations. Meanwhile, the objects in the image are detected to
construct the corresponding scene graph, where nodes denote the objects and
edges denote the inter-object relationships. Then, the scene graph is processed by
the relationship recognition module to predict the inter-object relationships and
extract their corresponding representation. Secondly, the relationship representa-
tions from the scene graph space are modified by spatially aligning into the visual
space and redundancy elimination. Finally, the modified relationship represen-
tations are fed into an attention layer for representation weighting, which is the
respective contribution quantification. Then, the concatenation of the weighted
relationship representations and the image ones is fed into the depth predictor
for depth estimation. Through this process, the relationships are spatialized for
enhancing the depth estimation, as shown in Fig. 2.

Our contribution is therefore a novel framework that, for the first time, tries
to spatialize the relationships for depth estimation, during which the spatial pri-
ors from relationships are mined automatically, identified effectively, and quan-
tified adaptively. Moreover, our proposed framework can be implemented on any
deep learning-based MDE method for performance boosting. Experiments on all
datasets show encouraging and promising results.

2 Related work

In this section, we briefly review the prior works related to ours, including depth
estimation, relationship recognition and graph neural network.

Depth Estimation. Early works of depth estimation [87, 22, 21] focus on
utilizing the geometry-based information, such as the points correspondence
among different views. With the development of deep learning techniques, the
CNN based depth methods [18, 17, 48, 7, 24, 5] show high-performance on depth
estimation tasks. Some of them try to improve the performance by avoiding us-
ing the ground-truth information from the real world [85, 118, 2, 13, 117, 29, 32,
119, 93, 82, 25, 23, 26, 63], which reduce the demand for expensive annotations.
Other works aim to increase the methods’ generalizability and work in the wild
[121, 11, 98, 12, 99, 58, 71] thus saving the heavy training cost. The most related
works to ours are the multi-task ones[38, 60, 41, 47, 17, 95, 53, 85, 42, 76, 100, 115,
116, 10, 68, 61], where information from other tasks are used in depth estimation.
However, none of them try to utilize the spatial priors in inter-object relation-
ships.

Relationship Recognition. The handful of visual relationships are cate-
gorized into three types: the inter-object ones [16], the property ones [34] and
the activity ones [106]. In this work, we focus on the inter-object relationships,
where the early works focus on the visual phrase recognition [57, 19, 55]. Then,
thanks to the boosting performance brought by deep learning, the DNN based
methods show promise performance due to their high representation capability
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[14, 67, 111, 113, 120, 45, 56, 75, 62, 64]. The most related works to ours are the
ones that try to detect the relationship in scene graphs as one of the attributes
[57, 40, 20, 8, 59]. However, none of these works explore the spatial priors in the
relationships and their enhancement on depth estimation.

Graph Neural Network. Earlier works on graph-related tasks usually re-
quire pre-defined node and edge features [77, 96, 97, 70, 69, 49, 78], or aggregating
the node and edge features in an iterative manner, which is computation expen-
sive and time consuming [27, 86, 33, 89]. Recently, graph neural networks have
been proposed to learn the features. Specifically, the spectral-based networks
implement the spectral theory for graph convolution design [54, 52, 44, 15, 37,
6], and spatial-based ones utilize the mutual dependency by designing the in-
formation aggregation manner [92, 39, 9, 4, 28, 72, 35, 31, 73, 3, 1, 51, 66, 104, 103,
102, 114, 91, 80, 79, 112, 84, 65, 108, 109, 94, 105]. More recently, the hierarchical
GCN [107] with high representation capability is proposed and shows promising
performance.

3 Method

In this section, we explain the proposed framework in detail. As depicted in
Fig. 3, our framework comprises three stages. In Stage 1, the image representa-
tions of the input image are extracted from a deep learning-based MDE model.
Meanwhile, a detection module is utilized on the input image to detect the ob-
jects in the scene, which constructs the scene graph. Afterward, the relationship
representations are extracted from the scene graph by implementing a relation-
ship recognition module. In Stage 2, we first spatially align the relationship
representations from the graph space with the image representations from the
visual space. Then, the aligned relationship representations are modified by elim-
inating their redundancies compared with the image representations. In Stage
3, the concatenation of the modified relationship representation and the image
representation is fed into the depth predictor the depth estimation, during which
the attention is implemented on the modified relationship representations. The
attention scores are automatically learned and used for identifying the effective
relationships and quantifying their respective contributions on MDE.

3.1 Stage 1: Representation Extraction

Image Representation Extraction. The image representation extractor is
implemented to obtain understanding from appearance cues, such as edges and
shapes while eliminating the interference from surface textures. As shown in
Fig.4, a U-Net encode-decoder network is adopted as our image representation
extractor, where different resolution representations are combined by BiFPN[90]
to preserve both the high-level understanding and visual details. Then, the image
representation is:

RI = fimage(I), (1)
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Fig. 3: The framework of the proposed model. An input image is firstly sent to an
image feature extractor to generate image representations. The input image is also fed
to relationship recognition module to generate relationship representations. then, the
relationship ones are aligned to the image ones and being eliminated with redundancy.
Finally, the effective relationship representations are quantified and concatenated with
image features to estimate depth.

where I denotes the input image and fimage denotes the image representation
extractor.

Relationship Representation Extraction. We first adopt an offline de-
tector model [83] to detect the objects in the scene image so as to derive object-
level understanding and their spatial position:

zi,Mi = Detector(I), i = 1, .., N, (2)

where N denotes the number of the detected objects and zi denotes the object-
level understanding of the i-th detected object. Mi denotes the object mask, 1
for the object area. Then, the graph-rcnn [101] is adopted as the relationship
recognition module. Specifically, the object-level understanding (z1, z2, · · · , zN )
of the N detected objects are treated as nodes features of the scene graph G. The
N × N edges in the G correspond to N × N < subject, object > relationships.
Then, the node features are aggregated as:

z
(l+1)
i = σ

z
(l)
i +

∑
i∈N(i)

aijWz
(l)
j

 , (3)

aij = softmax(σ(Wa[z
(l)
i , z

(l)
j ])), (4)

where z
(l)
i denotes the i-th node at l-th iteration, σ denotes activation func-

tion, N(i) denotes neighboring nodes of the i-th node, W and Wa are learnable
parameters, and aij denotes attention between the i-th and j-th nodes. After-
ward, the relationship representations are computed as:

Ri,j
r = embedding([z

(l)
i .z

(l)
j ]). (5)

Due to the deep learning based depth estimation methods are only able to deal
with fixed sized input, we extract the fixed number of Nr relationship repre-
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Fig. 4: Image representation extractor

sentations from the relationship recognition module. Specifically, we feed the
relationship representations Ri,j

r into a relationship predictor and preserve the
ones with top-Nr prediction scores.

3.2 Stage 2: Representation Modification

After obtaining the image representations RI and relationship representations
Rn

r , where n ∈ [1, Nr], we modify the relationship ones according to the image
ones by first spatial alignment and followed by the redundancy elimination.

Spatial Alignment. Since the image representations, RI are in the visual
space and the relationship representations Rn

r are in the graph space, spatial
alignment is implemented to translate the relationship ones into the visual space
for depth estimation. Specifically, given the relationship representation Rn

r ∈ Rd,
where d denotes the representation dimension of Rn

r , and its corresponding object
masks Mi and Mj , we first project the relationship representation upon a zero-
initialized feature set:

Fn(x, y, :) = Rn
r (Mi(x, y)||Mj(x, y)), x = [1, ..., Iw], y = [1, ..., Ih], (6)

where Fn ∈ RIw×Ih×d, Iw and Ih denote the width and height of the input
image I, and || denotes the logic operation or. Then, a single output channel
convolutional layer is implemented on the feature set F to obtain the visually
aligned relationship representation:

V A Rn = Conv(Fn), n = 1, ..., Nr, (7)

where V A Rn ∈ RIw×Ih denotes the visually aligned single channel feature map
of each relationship representation.

Redundancy Elimination. After obtaining the visually aligned feature
maps of relationship representations, we eliminate their redundancy information
according to the image representations, since the overlap information between
them may lead to overlook the distinguished spatial information contained in
the relationships. In detail, the overlaps between the relationship representation
and the image representation are eliminated by:

M c
R = G(M c−1

R , Rc−1
I ), c = 1, ..., NI , (8)

G(M c−1
R , Rc−1

I ) = M c−1
R −

< M c−1
R , Rc−1

I >

< Rc−1
I , Rc−1

I >
Rc−1

I , (9)

M0
R = V A R, (10)
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Fig. 5: Representation modification is composed of spatial alignment and redundancy
elimination. Firstly, relationship representations are spatially aligned towards image
representations with bounding boxes. Secondly, the aligned relationship are orthogo-
nalized against image representations to eliminate information redundancy.

where MR denotes the modified relationship representation, NI denotes the num-
ber of feature maps in the image representation RI and < ·, · > denotes inner
product. At the end of this stage, we obtain the modified relationship represen-
tation MR.

3.3 Stage 3: Depth Estimation and Contribution Quantification

Once the the modified relationship representations MR are obtained, we feed
them into an attention layer for learning to identify their effectiveness and quan-
tify their respective contributions:

αn = Attn(Mn
R), n = 1, ..., Nr, (11)

where the attention scores αn are used as the effectiveness identification and
contribution quantification of the relationships. Then, we concatenate the im-
age representations and the weighted relationship representations, feed it in the
depth estimator for depth estimation:

y = Predictor(Concat(RI , α
nMn

R)), n = 1, ..., Nr. (12)

Then we impose the scale invariant loss [5], who focus on minimizing the
ratio of the depth error, rather than the absolutely scaled depth:

 Ldepth = var([log(y) − log(ỹ)]) + λ[
1

N

N∑
i=1

[log(y) − log(ỹ)]]2, (13)

where var() denotes variance computation, ỹ denotes the ground-truth depth
and λ denotes the balancing weight.

4 Experiments

In this section, we provide our experimental setups and show the results. Specifi-
cally, for the experiments, we first evaluate the performance of our framework on
three MDE datasets. Then analysis the effectiveness of relationship spatializa-
tion, effective spatialized relationship identification and the respective contribu-
tion quantification are explained in detail. Finally, ablation study is conducted
for measuring the necessary of the redundancy elimination operation.
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Our goal is, again, spatializing the inter-object relationships, then identifying
the effective ones and quantifying their respective contributions on MDE. Since
we are not aware of any existing work that performs same task, we aim to show
the promise of the proposed framework, rather than trying to beat any state-of-
the-art monocular depth estimation and relationship recognition models. More
complicated networks, as long as they are end-to-end trainable, can be adopted
to our framework to achieve potentially better results. More results are shown
in supplementary materials.

4.1 Datasets and Implementation details

We adopt three datasets for depth estimation, KITTI [30], NYU Depth v2 [88],
and ICL-NUIM [36] to validate the proposed framework. Since there is no dataset
that provides both the ground-truth annotated depth and inter-object relation-
ship, we evaluate our framework by the MDE performance. As for the rela-
tionship recognition, we pretrain a model on Visual Genome dataset[46], and
adopt it directly in our framework. User studies are designed for evaluating the
performance of the adopted relationship recognition module on the three depth
estimation datasets.

KITTI[30]. It is a dataset of outdoor scene images with the corresponding
3D laser scans captured by moving vehicles. All the scene categories are used as
our training/test sets. Following the split manner in [18], we use 26k images for
training and 697 images for the test, with the image resolution of 1241 × 376.
For a fair comparison, all compared MDE methods are retrained and evaluated
on the adopted training/test sets in our experiments.

NYU Depth v2 [88]. It is a dataset of indoor scene images with the cor-
responding depth maps captured by Microsoft Kinect. Following the previous
work, we use 50k images from 249 scenes for training and the 654-images set
for the test, with the image resolution of 640 × 480. Different from the existing
MDE methods like [5] that training only on cropped parts of the image, which
may lead to the loss of relationship information, we perform the training on the
entire image.

ICL-NUIM [36]. It is a smaller size dataset of an indoor scene, which
comprises of 1500 images with their corresponding depth maps. Due to its limited
amount of images, we adopt this dataset for verifying the generalizability of the
model trained on NYU Depth v2.

Implementation. In the experiment, our framework is implemented with
Pytorch [74] and with 4 NVIDIA P100 Pascal GPUs. We optimize with Adam
[43], setting the learning rate l = 5e−4, β1 = 0.9, and β2 = 0.99. Our framework
is trained with batch size 16 for 25 epochs.

4.2 Performance Evaluation

In this part, we evaluate the performance of our proposed relationship spatial-
ization framework on MDE. In order to show the effect of the learned relation-
ship spatialization, we conduct the evaluations with our baseline framework and
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Metrics Adabins Adabins+ Midas Midas+ Bts Bts+ Baseline Baseline +

↑ δ1 0.9292 0.9483 0.9483 0.9486 0.8832 0.9161 0.9113 0.9260
δ2 0.9883 0.9911 0.9912 0.9927 0.9746 0.9837 0.9852 0.9884
δ3 0.9973 0.9981 0.9980 0.9984 0.9937 0.9960 0.9972 0.9977

abs rel 0.0775 0.0758 0.0655 0.0652 0.1195 0.0831 0.0917 0.0789
rmse 3.4291 2.9441 2.8099 2.8747 4.4126 3.4930 3.6264 3.2560

↓ log 10 0.0348 0.0339 0.0291 0.0289 0.0486 0.0368 0.0399 0.0342
rmse log 0.1196 0.1104 0.1026 0.1025 0.1567 0.1297 0.1327 0.1191
silog 10.6605 9.5903 9.3816 9.3112 11.8858 13.5749 12.3885 11.0609
sq rel 0.3406 0.2875 0.2660 0.2603 0.4026 0.4026 0.4042 0.3554

Table 1: Results of monocular depth estimation on KITTI dataset. ↑: the higher is
better. ↓: the lower is better.

Metrics Adabins Adabins+ Midas Midas+ Bts Bts+ Baseline Baseline+

δ1 0.7971 0.8603 0.8173 0.8519 0.6936 0.7715 0.8293 0.8889
δ2 0.9486 0.9704 0.9519 0.9655 0.9214 0.9493 0.9522 0.9597
δ3 0.9840 0.9928 0.9858 0.9901 0.9803 0.9852 0.9791 0.9894

abs rel 0.1537 0.1203 0.1437 0.1282 0.1772 0.1557 0.1488 0.1432
rmse 0.5318 0.4469 0.5016 0.4717 0.6652 0.5847 0.7632 0.5342
log 10 0.0629 0.0515 0.0596 0.0544 0.0806 0.0703 0.0596 0.0646

rmse log 0.1900 0.1588 0.1822 0.1779 0.2327 0.2245 0.2015 0.1924
silog 15.9615 13.9534 15.4977 15.4224 18.5223 21.9191 17.9495 15.8711
sq rel 0.1234 0.0803 0.1116 0.0896 0.1542 0.1233 0.1979 0.1032

Table 2: Results of monocular depth estimation on NYU Depth v2 dataset.

frameworks that implement the commonly used MDE networks as the image
representation extractor. In the experiment, the state-of-the-art MDE methods,
Adabins [5], Midas [81] and Bts [50], are adopted. We use Baseline, Adabins, Mi-
das, and Bts to denote the MDE-only frameworks; and use Baseline+, Adabins+,
Midas+ and Bts+ to denote the frameworks with relationship spatialization. For
a fair comparison, all frameworks in the experiment are trained from the scratch.

KITTI. It can be seen from Table 1 that, for all chosen frameworks on
KITTI dataset, relationship spatialization brings performance gain on almost
every MDE evaluation metric, which shows that our proposed framework is able
to learn to find the effective relationship spatialization for the outdoor scenes.
Moreover, it is worth noting that the framework Bts+ performs obviously poor
than Bts on the silog metric. Since the silog reflects the variation of scale error
(calculated by dividing predicted depth with ground truth depth), the rmse log
reflects the mean value of the scale error, the BTS+ model focuses more on
reducing mean error in relationship related areas and neglects areas without
relationship enhancement, thus bringing in variation increment. So the BTS+
gets the greatest progress in rmse log and does not outperform in silog.

NYU Depth v2. The results on NYU Depth v2 dataset are shown in Ta-
ble 2, where the frameworks with the relationship spatialization outperform the
original ones on almost all of the evaluation metrics. It shows that our proposed
framework is able to learn to find the effective relationship spatialization of the
indoor scenes. It is worth noting that, again, the Bts outperforms the Bts+ in
the silog metric due to the same reason on KITTI.
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Metrics Adabins Adabins+ Midas Midas+ Bts Bts+ Baseline Baseline +

δ1 0.9160 0.9521 0.8432 0.7903 0.6735 0.7758 0.7344 0.8446
δ2 0.9993 1.0000 0.9446 0.9566 0.9112 0.9539 0.9438 0.9744
δ3 1.0000 1.0000 1.0000 0.9890 0.9783 0.9882 0.9902 0.9943

abs rel 0.1048 0.0758 0.1878 0.1521 0.2075 0.1634 0.1732 0.1297
rmse 0.3283 0.2584 0.5462 0.3492 0.4727 0.3726 0.4158 0.3141
log 10 0.0438 0.0319 0.0761 0.0637 0.0843 0.0694 0.0709 0.0545

rmse log 0.1276 0.0959 0.2059 0.1936 0.2417 0.2373 0.2076 0.1681
silog 12.6962 8.5677 20.8457 19.2291 24.0221 23.6079 20.5816 16.7161
sq rel 0.0438 0.0261 0.1273 0.0770 0.1456 0.0827 0.1026 0.0578

Table 3: Results of frameworks trained on NYU Depth v2 dataset and evaluated on
ICL NUIM dataset.

Models δ1 δ2 δ3 abs rel rmse log 10 rmse log silog sq rel

KITTI
B 0.9292 0.9883 0.9973 0.0775 3.4291 0.0348 0.1196 10.6605 0.3406
+R 0.9446 0.9910 0.9981 0.0738 2.9988 0.0331 0.1098 9.5838 0.2892

NYU
B 0.8237 0.9597 0.9895 0.1390 0.5006 0.0581 0.1770 15.0716 0.1042
+R 0.8608 0.9715 0.9932 0.1295 0.4487 0.0519 0.1576 13.2523 0.0796

Table 4: The model added with relationship representations (+R) outperforms baseline
model only using image representations (B) both on KITTI and NYU datasets.

ICL NUIM. Due to its limited amount of training data, ICL NUIM dataset
is utilized for measuring the generalizability of our proposed framework. Specif-
ically, we pre-train all frameworks on NYU Depth v2 dataset and evaluate them
on ICL NUIM dataset. As can be seen from Table 3, the frameworks with re-
lationship spatialization outperform the original ones on all evaluation metrics,
which shows the promising generalizability of our framework.

4.3 Effect of Relationship Representation

In this part, we evaluate the effect of relationship representations on MDE by
performance comparison, correlation evaluation, related area evaluation, and
framework derivation visualization.

Performance Comparison. To illustrate the effect of relationship repre-
sentation for depth estimation, here we compare the performance of framework
with only image representation and framework with both the image and rela-
tionship one. Note that, the attention layer in the predictor of our proposed
framework is not implemented in this part, which means that all the relation-
ship representations are equally treated. As shown in Table 4, the framework
with relationship representations outperforms the original one, which shows the
relationship representations benefit the depth estimation.

Correlation Evaluation. In this experiment, we evaluate the correlation
between the MDE performance and the relationship recognition accuracy. Specif-
ically, we adopt relationship recognition modules with different pre-trained ac-
curacy into our framework and then observe the difference in the MDE perfor-
mance. As can be seen from Table 5, we MDE performance increase with the
pre-trained relationship recognition accuracy, which shows that correctly pre-
dicted relationships benefit the depth estimation.
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Relationship Depth estimation

Recall
User Acc Adabins+ Midas+ Bts+ Baseline+

KITTI NYU KITTI NYU KITTI NYU KITTI NYU KITTI NYU

10.5 79.62 78.58 2.9988 0.5318 3.0122 0.5134 7.8685 0.7915 4.5427 0.7463
12.5 81.27 83.01 2.9441 0.4654 2.9671 0.5016 7.5241 0.6246 4.1325 0.6824
16.7 84.53 83.27 2.8803 0.4487 2.9035 0.4925 7.1373 0.5874 3.9776 0.6596
18.3 88.17 86.31 2.8742 0.4456 2.8747 0.4791 6.5481 0.5831 3.8212 0.5342
18.8 89.33 87.25 2.8652 0.4392 2.8099 0.4717 6.0439 0.5058 3.2560 0.5209

Table 5: The MDE performance increases with the relationship recognition accuracy.
Recall is used as the evaluation metric of the pre-trained relationship recognition mod-
ule, User Acc is used as the metric for user-oriented accuracy and rmse is used as the
metric for MDE.

Fig. 6: Distribution of depth errors on relationship-related areas and non-related areas.
The yellow boxes denote the abs rel on the relationship-related areas, the blue boxes
denote the abs rel on the non-related areas, the in-box red line denotes median value,
and the star symbol denotes the mean value.

Moreover, since there are no ground-truth annotated relationships in the
MDE datasets, a subjective user study is designed for evaluating the accu-
racy of the pre-trained relationship recognition module on the MDE datasets.
Specifically, we involve 107 users and send each user 200 randomly selected re-
lationships, which are used in our framework. Then, we ask the user whether
each relationship is correctly recognized, according to which calculate the user-
oriented relationship recognition accuracy. The user-oriented accuracy is close
to the ground-truth one while covering only part of the used relationships. The
user-oriented accuracy is shown in the second column in Table 5, it increases
with the pre-trained accuracy.

Related Area Evaluation. Since the representations of the spatialized re-
lationship are spatially aligned into the visual space, the majority of its spatial
priors should have effects on the relationship-related areas. Although the per-
formance on the entire image shows improvement, it is hard to fully reveal the
effect of relationship spatialization for MDE. In this experiment, we compare
the MDE performance on relationship-related areas and the non-related ones,
the abs rel metric is chosen for clear visualization. As can be seen from the box
plots in Figure. 6, the introduction of the relationship, firstly, improves both the
MDE performance on the relationship-related areas and non-related areas. More
importantly, the overall depth error reduction on the relationship-related areas
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Fig. 7: Framework derivation visualization. The first column of each group shows the
input scene image, the second column shows the framework derivation map, the third
column shows the relationship representation map, the fourth column shows the depth
error map, and the bounding box denotes the relationship area.

highly outperforms that on the non-related areas, which shows the large benefits
from relationship spatialization on MDE.

Framework Derivation Visualization. In this experiment, we calculate
and show the framework derivation map in Figure. 7. It can be seen that, after
introducing the relationship representations, the derivation values are larger on
the relationship areas than that on other areas, which means the relationship
areas contribute more to depth estimation, thus more important. It is worth
noting that, excluding the relationship areas, the sudden texture changing ar-
eas are with the highest derivation scores, which shows the fact that image
representation-based methods abstract the spatial information from edge ar-
eas. Then, the introduction of our relationship spatialization helps to extract
the spatial information from object surface areas, complement with the image
representation-based MDE methods, thus improving the MDE performance.

4.4 Effective Spatialized-Relationship Identification

In this part, we evaluate the identified effective relationships from our framework
by performance comparison and user study.

Performance Evaluation. In order to evaluate whether the identified ef-
fective relationships are meaningful for MDE, here we compare the performance
of the framework with all relationship representations and the one with only
the identified effective relationship representations. Specifically, a binary feature
channel mask is learned from the relationship representations and used for ef-
fective relationship representations identification. Then, all identified effective
relationship representations are equally treated to concatenate with the image
ones for depth estimation. As shown in Table 6, the framework with only effective
relationship representations outperforms the one with all relationship represen-
tations, which shows that the effective relationships for MDE are preserved and
the noisy information from the non-effective relationships is eliminated.

User Study. Due to the lack of ground-truth annotations of the effective
relationships in MDE, a user study is designed and performed to evaluate the
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Models δ1 δ2 δ3 abs rel rmse log 10 rmse log silog sq rel

KITTI
+R 0.9446 0.9910 0.9981 0.0738 2.9988 0.0331 0.1098 9.5838 0.2892
+ER 0.9512 0.9913 0.9981 0.0725 2.8574 0.0215 0.0905 9.4273 0.2138

NYU
+R 0.8608 0.9715 0.9932 0.1295 0.4487 0.0519 0.1576 13.2523 0.0796
+ER 0.8752 0.9833 0.9932 0.1107 0.3583 0.0462 0.1113 12.4264 0.0686

Table 6: The model added with effective relationship representations (+ER) outper-
forms the model with equally treated relationship representations (+R) both on KITTI
and NYU datasets.

Paint under Window Table has Leg Printer above Basket Monitor behind ManGround truth

Fig. 8: In each image, one target object of the identified effective relationships is erased.
Then, users’ judgments on whether the erased object is effective in depth estimation
are recorded.

identified effective relationships from our framework. Specifically, we involve 107
users and send each user 100 randomly selected relationship sets shown in Fig.8.
Each relationship set includes the input image and 4 images that each randomly
gets rid of one of our identified effective relationships, where one of the two
related objects is erased with an inpainting model [110]. Then, we ask the user
if the erased relationship affects the measurement of the depth of the remaining
object, then evaluate if we correctly identify the effective relationships. Our
identified effective relationships finally achieve 89.33% accuracy, which is highly
aligned with human recognition.

4.5 Respective Contributions Quantification

Fig. 9: Correlation between the
depth error and its quantified re-
spective contribution on relation-
ship areas.

In this part, we evaluate the quantified re-
spective relationship contributions from our
framework by performance comparison, cor-
relation evaluation, and user study.

Performance Evaluation. To evaluate
whether the quantified respective contribu-
tions from our framework are accurate, here
we compare the performance of the frame-
work that equally treats all relationship rep-
resentations and the one that weights rela-
tionship representations according to their
quantified respective contributions, which is
our proposed framework. As shown in Table

7, the framework with quantified respective contributions outperforms the one
with equal contributions, which shows that our respective contribution quantifi-
cation spatialized the relationship adaptively.

Correlation Evaluation. In this experiment, we evaluate the correlation
between the depth error and our quantified respective contribution on the relationship-
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Models δ1 δ2 δ3 abs rel rmse log 10 rmse log silog sq rel

KITTI
+ER 0.9512 0.9913 0.9981 0.0725 2.8574 0.0215 0.0905 9.4273 0.2138
+QR 0.9549 0.9914 0.9981 0.0690 2.8541 0.0208 0.0856 9.3253 0.1838

NYU
+ER 0.8752 0.9833 0.9932 0.1107 0.3583 0.0462 0.1113 12.4264 0.0686
+QR 0.8820 0.9833 0.9932 0.1071 0.3552 0.0413 0.1004 12.1541 0.0666

Table 7: The model added with quantified relationship representations (+QR) out-
performs the model only using effective relationship representations (+ER) both on
KITTI and NYU datasets.

related areas. As can be seen from Fig. 9, the relationship area depth error de-
crease when its quantified respective contribution increase, which shows that
our respective contribution quantification accurately rank and spatialized the
relationship for depth estimation.

4.6 Ablation Study

In this experiment, we verify the effectiveness of our redundancy elimination op-
eration by comparing the framework with and without it. As can be seen from
Table 8, the redundancy elimination operation leads to a marginal performance
improvement on both the KITTI and NYU Depth v2 datasets, which is because
it reduces the affection of redundancy information on the respective contribu-
tion quantification, thus increasing the focus on distinguished information from
relationship spatialization.

Models δ1 δ2 δ3 abs rel rmse log 10 rmse log silog sq rel

KITTI
B 0.9292 0.9883 0.9973 0.0775 3.4291 0.0348 0.1196 10.6605 0.3406

+RE 0.9433 0.9884 0.9973 0.0640 3.2055 0.0338 0.0982 9.5324 0.2760

NYU
B 0.8237 0.9597 0.9895 0.1390 0.5006 0.0581 0.1770 15.0716 0.1042

+RE 0.8634 0.9722 0.9933 0.1205 0.4383 0.0509 0.1556 13.1205 0.0790

Table 8: The model added with redundancy elimination (+RE) outperforms baseline
model only using image representations (B) both on KITTI and NYU datasets.

5 Conclusion

In this paper, we propose a novel framework to dig out spatial priors, which
are embedded in relationships in a scene image, to enhance depth estimation.
We strive to answer two questions: (1) which relationships contain useful spatial
priors? (2) How much do the spatial priors contribute to the depth estimation?
Several modules including ‘Spatial alignment’, ‘Orthogonalization’ and ‘Atten-
tion’ are designed to solve the questions. Subsequently, extensive objective and
subjective experiments are conducted which strongly proves the proposed model
successfully captures spatial priors in relationships. Besides, other complicated
MDE models can be inserted to our framework to enhance performance.
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