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Abstract. We tackle the problem of cooperative visual exploration where
multiple agents need to jointly explore unseen regions as fast as possible
based on visual signals. Classical planning-based methods often suffer from
expensive computation overhead at each step and a limited expressiveness
of complex cooperation strategy. By contrast, reinforcement learning (RL)
has recently become a popular paradigm for tackling this challenge due
to its modeling capability of arbitrarily complex strategies and minimal
inference overhead. In this paper, we propose a novel RL-based multi-agent
planning module, Multi-agent Spatial Planner (MSP). MSP leverages a
transformer-based architecture, Spatial-TeamFormer, which effectively
captures spatial relations and intra-agent interactions via hierarchical
spatial self-attentions. In addition, we also implement a few multi-agent
enhancements to process local information from each agent for an aligned
spatial representation and more precise planning. Finally, we perform
policy distillation to extract a meta policy to significantly improve the
generalization capability of final policy. We call this overall solution,
Multi-Agent Active Neural SLAM (MAANS). MAANS substantially
outperforms classical planning-based baselines for the first time in a
photo-realistic 3D simulator, Habitat. Code and videos can be found at
https://sites.google.com/view/maans.
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1 Introduction

Visual exploration [41] is an important task for building intelligent embodied
agents and has been served as a fundamental building block for a wide range of
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applications, such as scene reconstruction [1, 21|, autonomous driving [3], disaster
rescue [26] and planetary exploration [50]. In this paper, we consider a multi-
agent exploration problem, where multiple homogeneous robots simultaneously
explore an unknown spatial region via visual and sensory signals in a cooperative
fashion. The existence of multiple agents enables complex cooperation strategies
to effectively distribute the workload among different agents, which could lead to
remarkably higher exploration efficiency than the single-agent counterpart.

Planning-based solutions have been widely adopted for navigation problems for
both single-agent and multi-agent scenarios [4, 45, 53]. Planning-based methods
require little training and can be directly applied to different scenarios. However,
these methods often suffer from limited expressiveness capability on coordination
strategies, require non-trivial hyper-parameter tuning for each test scenario, and
are particularly time-consuming due to repeated re-planning at each decision step.
By contrast, reinforcement learning (RL) has been promising solution for a wide
range of decision-making problems [28, 33], including various visual navigation
tasks [6,9,45]. Once a policy is well trained by an RL algorithm, the robot
can capture arbitrarily complex strategies and produce real-time decisions with
efficient inference computation (i.e., a single forward-pass of neural network).

However, training effective RL policies can be particularly challenging. This
includes two folds: (1) learning a cooperative strategy over multiple agents in
an end-to-end manner becomes substantially harder thanks to an exponentially
large action space and observation space when tackling the exploration task
based on visual signals; (2) RL policies often suffer from poor generalization
ability to different scenarios or team sizes compared with classical planning-based
approaches. Hence, most RL-based visual exploration methods focus on the
single-agent case [6,9,45] or only consider a relatively simplified multi-agent
setting (like maze or grid world [55]) of a fixed number of agents [30].

In this work, we develop Multi-Agent Active Neural SLAM (MAANS), the
first RL-based solution for cooperative multi-agent exploration that substantially
outperforms classical planning-based methods in a photo-realistic physical sim-
ulator, Habitat [46]. In MAANS, an agent consists of 4 components, a neural
SLAM module, a planning-based local planner, a local policy for control, and
the most critical one, a novel Multi-agent Spatial Planner (MSP). which is an
RL-trained planning module that can capture complex intra-agent interactions
via a self-attention-based architecture, Spatial-TeamFormer, and produce effective
navigation targets for a varying number of agents.

We also implement a map refiner to align the spatial representation of each
agent’s local map, and a map merger, which enables the local planner to perform
more precise sub-goal generation over a manually combined approximate 2D map.
Finally, instead of directly running multi-task RL over all the training scenes, we
first train a single policy on each individual scene and then use policy distillation
to extract a meta policy, leading to a much improved generalization capability.
We compare MAANS with a collection of classical planning-based methods and
RL-based variants. Empirical results show that MAANS has a 20.56% and 7.99%
higher exploration efficiency on training and testing scenes than the best planning-
based competitor. The learned policy can further generalize to novel team sizes
in a zero-shot manner as well.
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2 Related Work

2.1 Visual Exploration

In classical visual exploration solutions, a search-based planning algorithm could
be adopted to generate valid exploration trajectories. Representative variants
include frontier-based methods [53, 62, 65], which always choose navigation targets
from the explored region, and sampling-based methods [27], which generate
goals via a stochastic process. In addition to the expensive search computation
for planning, these methods do not involve learning and thus have limited
representation capabilities for particularly challenging scenarios. Hence, RL-
based methods have been increasingly popular for their training flexibility and
strong expressiveness power. Early methods simply train navigation policies in
a purely end-to-end fashion [9, 22| while recent works start to incorporate the
inductive bias of a spatial map structure into policy representation by introducing
a differentiable spatial memory [16,34,37], semantic prior knowledge [30] or
learning a topological scene graph [2, 8, 63].

The Active Neural SLAM (ANS) method [6] is the state-of-the-art framework
for single-agent visual exploration(details in Sec. 3.2). There are also follow-up
enhancements based on the ANS framework, such as improving map reconstruc-
tion with occupancy anticipation [40] and incorporating semantic signals into
the reconstructed map for semantic exploration [7]. Our MAANS can be viewed
as a multi-agent extension of ANS with a few multi-agent-specific components.

2.2 Multi-agent Cooperative Exploration

There have been works extending planning-based visual exploration solutions
to the multi-agent setting by introducing handcraft planning heuristics over a
shared reconstructed 2D map [5, 11,12, 18,35, 38, 60]. However, due to the lack
of learning, these methods may have the limited potential of capturing non-
trivial multi-agent interactions in challenging domains. By contrast, multi-agent
reinforcement learning (MARL) has shown its strong performances in a wide range
of domains [36], so many works have been adopting MARL to solve challenging
cooperative problems. Representative works include value decomposition for
approximating credit assignment [42,49], learning intrinsic rewards to tackle
sparse rewards [20, 29, 57] and curriculum learning [31, 58].

However, jointly optimizing multiple policies makes multi-agent RL training
remarkably more challenging than its single-agent counterpart. Hence, these
end-to-end RL methods either focus on much simplified domains, like grid world
or particle world [55], or still produce poor exploration efficiency compared with
classical planning-based solutions. Our MAANS framework adopts a modular
design and is the first RL-based solution that significantly outperforms classical
planning-based baselines in a photo-realistic physical environment.

Finally, we remark that MAANS utilizes a centralized global planner MSP,
which assumes perfect communication between agents. There are also works on
multi-agent cooperation with limited or constrained communication [24, 39,48,
15,22, 56, 69|, which are parallel to our focus.
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2.3 Size-Invariant Representation Learning

There has been rich literature in deep learning studying representation learning
over an arbitrary number of input entities in deep learning [67, 68]. In MARL, the
self-attention mechanism [54] has been the most popular policy architecture to
tackle varying input sizes [14, 23, 44, 59| or capture high-order relations [19, 32, 63,
66]. A concurrent work [56] also considers the zero-shot team-size adaptation in the
photo-realistic environment by learning a simple attention-based communication
channel between agents. By contrast, our works develop a much expressive network
architecture, Spatial-TeamFormer, which adopts a hierarchical self-attention-
based architecture to capture both intra-agent and spatial relationships and
results in substantially better empirical performance (see Section 5.4). Besides,
parameter sharing is another commonly used technique in MARL for team-size
generalization, which has been also shown to help reduce nonstationarity and
accelerate training [10, 52]. Our work follows this paradigm as well.

3 Preliminary

3.1 Task Setup

We consider a multi-agent coordination indoor active SLAM problem, in which
a team of agents needs to cooperatively explore an unknown indoor scene as
fast as possible. At each timestep, each agent performs an action among Turn
Left, Turn Right and Forward, and then receives an RGB image through a
camera and noised pose change through a sensor, which is provided from the
Habitat environment. We consider a decision-making setting by assuming perfect
communication between agents. The objective of the task is to maximize the
accumulative explored area within a limited time horizon.

3.2 Active Neural SLAM

The ANS framework [6] consists of 4 parts: a neural SLAM module, a RL-based
global planner, a planning-based local planner and a local policy. The neural
SLAM module takes an RGB image, the pose sensory signals, and its past outputs
as inputs, and outputs an updated 2D reconstructed map and a current pose
estimation. Note that in ANS, the output 2D map only covers a neighboring region
of the agent location and always keeps the agent at the egocentric position. For
clarification, we call this raw output map from the SLAM module a agent-centric
local map. The global planner in ANS takes in an augmented agent-centric local
map as its input, and outputs two real numbers from two Gaussian distributions
denoting the coordinate of the long-term goal. The local planner performs classical
planning, i.e., Fast Marching Method (FMM) [47], over the agent-centric local
map towards a given long-term goal, and outputs a trajectory of short-term
sub-goals. Finally, the local policy produces actions given an RGB image and a
sub-goal and is trained by imitation learning.

With the advantage of the modeling capability of arbitrarily complex strategy
in RL, an RL-based global planner which determines the global goals encourages






