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1 Inria, École normale supérieure, CNRS, PSL Research University
2 IIIT Hyderabad

We first present additional automatically generated examples from our HM3D-
AutoVLN dataset in Sec. A. Then, we present further ablation analysis of our
methods and also discuss results on the SOON dataset (equivalent analysis for
the REVERIE dataset was in the main paper) in Sec. B. Finally, some qualitative
visualizations of predicted navigation results are presented in Sec. C.

A HM3D-AutoVLN Dataset

In Fig. 1, we provide more examples of generated navigation graphs and object-
trajectory-instruction triplets in the HM3D-AutoVLN dataset. Each trajectory
consists of a sequence of panoramas. We only visualize the oriented view image
at each step in Fig. 1 for simplicity.

B Additional Ablations

B.1 Comparison of Different Generated Instructions

We compare our generated instructions from the proposed speaker model (Sec.
3.2 of the main paper) with two types of template-based instructions. The first
type of template instructions (Template.Obj) only describes the target object
name, e.g., “open the window”, “clean the mirror”. The second type (Tem-
plate.Sent) uses sentence structures in REVERIE training split as templates [1]
and replaces the noun phrases in the template with detected objects in the scene,
e.g., “go to bedroom and clean the chandelier”. As these template instructions
are less accurate and contain less details, we generate three instructions per tar-
get object to alleviate the impact of noisy instructions. As shown in Table 1,
even with fewer number of instructions per object, the generated instructions
from our speaker model outperform the two template-based instructions.

B.2 Influence of the Number of Training Environments

Table 2 and Table 3 present the results for all evaluation metrics corresponding
to the SR/SPL results in Fig. 4 of the main paper. We can see that more train-
ing environments are beneficial for the performance on unseen environments in
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Fig. 1: Examples of generated navigation graphs and object-trajectory-
instruction triplets in HM3D-AutoVLN dataset.
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Table 1: DUET performance on the REVERIE val unseen split using different
methods for generating instructions.

Method #Instrs inst.len
Navigation Grounding

OSR SR SPL RGS RGSPL

Template.Obj 653,109 3.88 54.33 49.28 37.66 29.85 23.07
Template.Sent 653,109 11.50 56.16 52.20 39.90 32.75 24.86
GPT2 (Ours) 217,703 20.52 62.14 55.89 40.85 36.58 26.76

Table 2: DUET performance on the REVERIE val unseen split using different
number of training environments from the HM3D-AutoVLN dataset.

#Envs
Navigation Grounding

OSR SR SPL RGS RGSPL

200 55.61 50.13 37.65 32.92 24.68
400 55.04 51.09 36.79 32.43 23.16
600 60.61 53.99 40.40 33.85 25.52
900 62.14 55.89 40.85 36.58 26.76

Table 2 and that this result is reflected across all metrics. When using a fixed
number of instructions, it is better to collect training examples from more envi-
ronments as shown in Table 3.

B.3 Few-shot Results

In Table 4, we show the performance of using different amounts of training
data from the SOON dataset to fine-tune the DUET model pretrained on our
HM3D-AutoVLN dataset. This is comparable to Table 3 of the main paper that
presented results on the REVERIE dataset. To be noted, instructions in SOON
dataset are not used to train our speaker model, and the style of instructions
in HM3D-AutoVLN is quite different from the style in the SOON dataset. De-
spite the style differences, the pretraining allows our model to achieve better
performance with a small amount of supervised data.

C Qualitative Results

Fig. 2 compares some predicted trajectories from DUET models with and with-
out pretraining on our HM3D-AutoVLN dataset. We can see that the pretraining
allows the navigation model to explore the unseen environment more efficiently.
Fig. 3 further presents some failure cases. The main problem is to correctly de-
cide the stop location aligned to the fine-grained instruction. For example, in the
last two examples in Fig. 3, the agent has navigated close to the target location
but failed to stop and continued the exploration.
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Table 3: DUET performance on the REVERIE val unseen split using the same
number of instructions but different number of training environments in HM3D-
AutoVLN dataset (51,018 is the total number of instructions contained in the
200 training environments, and so is 99,224 in 400 training environments)

#Instrs #Envs
Navigation Grounding

OSR SR SPL RGS RGSPL

51,018
200 55.61 50.13 37.65 32.92 24.68
900 54.05 50.75 39.52 32.35 25.22

99,224
400 55.04 51.09 36.79 32.43 23.16
900 60.44 53.96 38.35 36.01 25.56

Table 4: DUET performance on SOON val unseen split using different number
of SOON training environments in fine-tuning

Pretrain #Envs #Instrs
Navigation Grounding

OSR SR SPL RGSPL

× 34 2,780 50.91 36.28 22.58 3.75

✓ 0 0 14.75 11.21 7.92 0.38
✓ 1 67 37.32 25.22 17.97 2.17
✓ 10 848 45.58 34.51 24.38 2.75
✓ 34 2,780 53.19 41.00 30.69 4.06
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Go to the bathroom on the second level that has a sink countertop with a lime-green 
vase in the far-left corner where the vase touches the mirror and open the window

“
“

With

Without

“

With

Without

Go to the bathroom attached to the bedroom with a dark blue bedspread on the bed 
and wash the towel on the bar opposite the mirror

“
“

“

With

Without

Turn on the speaker above the door in the spa at the end of the hallway“
“

With

Without

Remove the painting across from the windows in the level 2 office with the 2 
refrigerators

“
“

With

Without

Fig. 2: Examples where pretraining with HM3D-AutoVLN improved the perfor-
mance of DUET on REVERIE val unseen split. The checkered flag and maroon
node denote the target and predicted destinations respectively.
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Turn off the right light in the spa across from the lounge pool“
“

With

Without

Go to the dining room and bring me the chair on the end of the table nearest 
the living room

“
“

With

Without

Go to the entryway and bring me the left-most picture nearest to the official 
entrance to the room

“
“

With

Without

Go to the lounge and remove the rope closest to the building map“
“

With

Without

Fig. 3: Examples where DUET models with and without pretraining on HM3D-
AutoVLN both fail on REVERIE val unseen split. The checkered flag and ma-
roon node denote the target and predicted destinations respectively.


