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Abstract. In the realm of autonomous driving, accurate 3D perception
is the foundation. However, developing such models relies on extensive
human annotations – a process that is both costly and labor-intensive. To
address this challenge from a data representation learning perspective,
we introduce SuperFlow, a novel framework designed to harness con-
secutive LiDAR-camera pairs for establishing spatiotemporal pretraining
objectives. SuperFlow stands out by integrating two key designs: 1) a
dense-to-sparse consistency regularization, which promotes insensitivity
to point cloud density variations during feature learning, and 2) a flow-
based contrastive learning module, carefully crafted to extract meaning-
ful temporal cues from readily available sensor calibrations. To further
boost learning efficiency, we incorporate a plug-and-play view consistency
module that enhances the alignment of the knowledge distilled from cam-
era views. Extensive comparative and ablation studies across 11 hetero-
geneous LiDAR datasets validate our effectiveness and superiority. Addi-
tionally, we observe several interesting emerging properties by scaling up
the 2D and 3D backbones during pretraining, shedding light on the future
research of 3D foundation models for LiDAR-based perception. Code is
publicly available at https://github.com/Xiangxu-0103/SuperFlow.

Keywords: LiDAR Segmentation · 3D Data Pretraining · Autonomous
Driving · Image-to-LiDAR Contrastive Learning · Semantic Superpixels

1 Introduction

Driving perception is one of the most crucial components of an autonomous
vehicle system. Recent advancements in sensing technologies, such as light de-
tection and ranging (LiDAR) sensors and surrounding-view cameras, open up
new possibilities for a holistic, accurate, and 3D-aware scene perception [3,9,79].

Training a 3D perception model that can perform well in real-world scenarios
often requires large-scale datasets and sufficient computing power [27,58]. Differ-
ent from 2D, annotating 3D data is notably more expensive and labor-intensive,
⋆ X. Xu and L. Kong contributed equally to this work. B Corresponding author.
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which hinders the scalability of existing 3D perception models [28, 69, 98, 112].
Data representation learning serves as a potential solution to mitigate such a
problem [6,76]. By designing suitable pretraining objectives, the models are an-
ticipated to extract useful concepts from raw data, where such concepts can help
improve models’ performance on downstream tasks with fewer annotations [51].
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Fig. 1: Performance overview of SuperFlow
compared to state-of-the-art image-to-LiDAR
pretraining methods, i.e., Seal [61], SLidR [82],
and PPKT [63], on eleven LiDAR datasets. The
scores of prior methods are normalized based on
SuperFlow’s scores. The larger the area coverage,
the better the overall segmentation performance.

Recently, Sautier et al . [82]
proposed SLidR to distill knowl-
edge from surrounding camera
views – using a pretrained 2D
backbone such as MoCo [14] and
DINO [72] – to LiDAR point
clouds, exhibiting promising 3D
representation learning proper-
ties. The key to its success is the
superpixel-driven contrastive ob-
jectives between cameras and Li-
DAR sensors. Subsequent works
further extended this framework
from various aspects, such as
class balancing [66], hybrid-view
distillation [110], semantic super-
pixels [11, 12, 61], and so on.
While these methods showed im-
proved performance over their
baselines, there exist several is-
sues that could undermine the
data representation learning.

The first concern revolves around the inherent temporal dynamics of LiDAR
data [4,8]. LiDAR point clouds are acquired sequentially, capturing the essence of
motion within the scene. Traditional approaches [61,63,66,82,110] often overlook
this temporal aspect, treating each snapshot as an isolated scan. However, this
sequential nature holds a wealth of information that can significantly enrich the
model’s understanding of the 3D environment [71, 96]. Utilizing these temporal
cues can lead to more robust and context-aware 3D perception models, which is
crucial for dynamic environments encountered in autonomous driving.

Moreover, the varying density of LiDAR point clouds presents a unique chal-
lenge [45, 47, 94]. Due to the nature of LiDAR scanning and data acquisition,
different areas within the same scene can have significantly different point den-
sities, which can in turn affect the consistency of feature representation across
the scene [2,47,108,111]. Therefore, a model that can learn invariant features re-
gardless of point cloud density tends to be effective for recognizing the structural
and semantic information in the 3D space.

In lieu of existing challenges, we propose a novel spatiotemporal contrastive
learning dubbed SuperFlow to encourage effective cross-sensor knowledge dis-
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tillation. Our approach features three key components, all centered around the
use of the off-the-shelf temporal cues inherent in the LiDAR acquisition process:

– We first introduce a straightforward yet effective view consistency alignment
that seamlessly generates semantic superpixels with language guidance, al-
leviating the “self-conflict” issues in existing works [61,66,82]. As opposed to
the previous pipeline, our method also aligns the semantics across camera
views in consecutive scenes, paving the way for more sophisticated designs.

– To address the varying density of LiDAR point clouds, we present a dense-to-
sparse regularization module that encourages consistency between features
of dense and sparse point clouds. Dense points are obtained by concatenating
multi-sweep LiDAR scans within a suitable time window and propagating the
semantic superpixels from sparse to dense points. By leveraging dense point
features to regularize sparse point features, the model promotes insensitivity
to point cloud density variations.

– To capture useful temporal cues from consecutive scans across different
timestamps, we design a flow-based contrastive learning module. This mod-
ule takes multiple LiDAR-camera pairs as input and excites strong con-
sistency between temporally shifted representations. Analogous to existing
image-to-LiDAR representation learning methods [61, 66, 82], we also incor-
porate useful spatial contrastive objectives into our framework, setting a
unified pipeline that emphasizes holistic representation learning from both
the structural 3D layouts and the temporal 4D information.

The strong spatiotemporal consistency regularization in SuperFlow effec-
tively forms a semantically rich landscape that enhances data representations.
As illustrated in Fig. 1, our approach achieves appealing performance gains over
state-of-the-art 3D pretraining methods across a diverse spectrum of downstream
tasks. Meanwhile, we also target at scaling the capacity of both 2D and 3D
backbones during pretraining, shedding light on the future development of more
robust, unified, and ubiquitous 3D perception models.

To summarize, this work incorporates key contributions listed as follows:

– We present SuperFlow, a novel framework aimed to harness consecutive
LiDAR-camera pairs for establishing spatiotemporal pretraining objectives.

– Our framework incorporates novel designs including view consistency align-
ment, dense-to-sparse regularization, and flow-based contrastive learning,
which better encourages data representation learning effects between cam-
era and LiDAR sensors across consecutive scans.

– Our approach sets a new state-of-the-art performance across 11 LiDAR
datasets, exhibiting strong robustness and generalizability. We also reveal
intriguing emergent properties as we scale up the 2D and 3D backbones,
which could lay the foundation for scalable 3D perception.

2 Related Work

LiDAR-based 3D Perception. The LiDAR sensor has been widely used in
today’s 3D perception systems, credited to its robust and structural sensing abil-
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ities [4, 88,92]. Due to the sparse and unordered nature of LiDAR point clouds,
suitable rasterization strategies are needed to convert them into structural in-
puts [37, 93]. Popular choices include sparse voxels [18, 19, 33, 34, 90, 118], bird’s
eye view maps [10,56,111,117], range view images [17,21,44,68,104,107,116], and
multi-view fusion [18, 40, 60, 62, 77, 105, 106]. While witnessing record-breaking
performances on standard benchmarks, existing approaches rely heavily on hu-
man annotations, which hinders scalability [27]. In response to this challenge,
we resort to newly appeared 3D representation learning, hoping to leverage the
rich collections of unlabeled LiDAR point clouds for more effective learning from
LiDAR data. This could further enrich the efficacy of LiDAR-based perception.
Data-Efficient 3D Perception. To better save annotation budgets, previous
efforts seek 3D perception in a data-efficient manner [11, 12, 27, 40, 46, 49]. One
line of research resorts to weak supervision, e.g., seeding points [36, 53, 86, 115],
active prompts [38,57,100], and scribbles [94], for weakly-supervised LiDAR se-
mantic segmentation. Another line of research seeks semi-supervised learning
approaches [47,52,91] to better tackle efficient 3D scene perception and achieve
promising results. In this work, different from the prior pursuits, we tackle effi-
cient 3D perception from the data representation learning perspective. We estab-
lish several LiDAR-based data representation learning settings that seamlessly
combine pretraining with weakly- and semi-supervised learning, further enhanc-
ing the scalability of 3D perception systems.
3D Representation Learning. Analog to 2D representation learning strate-
gies [13,15,30,31,103], prior works designed contrastive [35,70,81,101,108,113],
masked modeling [32, 50, 95], and reconstruction [7, 67] objectives for 3D pre-
training. Most early 3D representation learning approaches use a single modality
for pretraining, leaving room for further development. The off-the-shelf calibra-
tions among different types of sensors provide a promising solution for building
pretraining objectives [63]. Recently, SLidR [82] has made the first contribution
toward multi-modal 3D representation learning between camera and LiDAR sen-
sors. Subsequent works [66,74,110] extended this framework with more advanced
designs. Seal [61] leverages powerful vision foundation models [42,109,119,120] to
better assist the contrastive learning across sensors. Puy et al. [75,76] conducted
a comprehensive study on the distillation recipe for better pretraining effects.
While these approaches have exhibited better performance than their baselines,
they overlooked the rich temporal cues across consecutive scans, which might
lead to sub-opt pretraining performance. In this work, we construct dense 3D
representation learning objectives using calibrated LiDAR sequences. Our ap-
proach encourages the consistency between features from sparse to dense inputs
and features across timestamps, yielding superiority over existing endeavors.
4D Representation Learning. Leveraging consecutive scans is promising in
extracting temporal relations [2, 23, 33, 85]. For point cloud data pretraining,
prior works [16, 64, 83, 84, 114] mainly focused on applying 4D cues on object-
and human-centric point clouds, which are often small in scale. For large-scale
automotive point clouds, STRL [39] learns spatiotemporal data invariance with
different spatial augmentations in the point cloud sequence. TARL [71] and
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STSSL [96] encourage similarities of point clusters in two consecutive frames,
where such clusters are obtained by ground removal and clustering algorithms,
i.e., RANSAC [25], Patchwork [55], and HDBSCAN [24]. BEVContrast [81]
shares a similar motivation but utilizes BEV maps for contrastive learning, which
yields a more effective implementation. The “one-fits-all” clustering parameters,
however, are often difficult to obtain, hindering existing works. Different from
existing methods that use a single modality for 4D representation learning, we
propose to leverage LiDAR-camera correspondences and semantic-rich superpix-
els to establish meaningful multi-modality 4D pretraining objectives.

3 SuperFlow

In this section, we first revisit the common setups of the camera-to-LiDAR dis-
tillation baseline (cf . Sec. 3.1). We then elaborate on the technical details of
SuperFlow, encompassing a straightforward yet effective view consistency align-
ment (cf . Sec. 3.2), a dense-to-sparse consistency regularization (cf . Sec. 3.3),
and a flow-based spatiotemporal contrastive learning (cf . Sec. 3.4). The overall
pipeline of the proposed SuperFlow framework is depicted in Fig. 4.

3.1 Preliminaries

Problem Definition. Given a point cloud Pt = {pt
i, f

t
i |i = 1, ..., N} with

N points captured by a LiDAR sensor at time t, where pi ∈ R3 denotes the
coordinate of the point and fi ∈ RC is the corresponding feature, we aim to
transfer knowledge from M surrounding camera images It = {Iti|i = 1, ...,M}
into the point cloud. Here, Ii ∈ RH×W×3 represents an image with height H
and width W . Prior works [61, 82] generate a set of class-agnostic superpixels
Xi = {Xj

i |j = 1, ..., V } for each image via the unsupervised SLIC algorithm [1]
or the more recent vision foundation models (VFMs) [42,119,120], where V de-
notes the total number of superpixels. Assuming that the point cloud Pt and
images It are calibrated, the point cloud pi = (xi, yi, zi) can be then projected
to the image plane (ui, vi) using the following sensor calibration parameters:

[ui, vi, 1]
T =

1

zi
× ΓK × Γc←l × [xi, yi, zi]

T , (1)

where ΓK denotes the camera intrinsic matrix and Γc←l is the transformation
matrix from LiDAR sensors to surrounding-view cameras. We also obtain a set
of superpoints Y = {Yj |j = 1, ..., V } through this projection.
Network Representations. Let Fθp : RN×(3+C) → RN×D be a 3D backbone
with trainable parameters θp, which takes LiDAR points as input and outputs
D-dimensional point features. Let Gθi : RH×W×3 → RH

S ×
W
S ×E be an image

backbone with pretrained parameters θi that takes images as input and outputs
E-dimensional image features with stride S. Let Hωp

: RN×D → RN×L and Hωi
:

RH
S ×

W
S ×E → RH×W×L be linear heads with trainable parameters ωp and ωi,
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Fig. 2: Comparisons of different superpixels. (a) Class-agnostic superpixels gen-
erated by the unsupervised SLIC [1] algorithm. (b) Class-agnostic semantic superpixels
generated by vision foundation models (VFMs) [109, 119, 120]. (c) View-consistent se-
mantic superpixels generated by our view consistency alignment module.

which project backbone features to L-dimensional features with ℓ2-normalization
and upsample image features to H ×W with bilinear interpolation.
Pretraining Objective. The overall objective of image-to-LiDAR represen-
tation learning [82] is to transfer knowledge from the trained image backbone
Gθi to the 3D backbone Fθp . The superpixels Xi generated offline, serve as an
intermediate to effectively guide the knowledge transfer process.

3.2 View Consistency Alignment

Motivation. The class-agnostic superpixels Xi used in prior works [61,66,82] are
typically instance-level and do not consider their actual categories. As discussed
in [66], instance-level superpixels can lead to “self-conflict” problems, which un-
dermines the effectiveness of pretraining.
Superpixel Comparisons. Fig. 2 compares superpixels generated via the un-
supervised SLIC [1] and VFMs. SLIC [1] tends to over-segment objects, causing
semantic conflicts. VFMs generate superpixels through a panoptic segmentation
head, which can still lead to “self-conflict” in three conditions (see Fig. 2b): ①
when the same object appears in different camera views, leading to different
parts of the same object being treated as negative samples; ② when objects of
the same category within the same camera view are treated as negative samples;
③ when objects across different camera views are treated as negative samples
even if they share the same label.
Semantic-Related Superpixels Generation. To address these issues, we pro-
pose generating semantic-related superpixels to ensure consistency across camera
views. Contrastive Vision-Language Pre-training (CLIP) [78] has shown great
generalization in few-shot learning. Building on existing VFMs [42,119,120], we
employ CLIP’s text encoder and fine-tune the last layer of the segmentation
head from VFMs with predefined text prompts. This allows the segmentation
head to generate language-guided semantic categories for each pixel, which we
leverage as superpixels. As shown in Fig. 2c, we unify superpixels across camera
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views based on semantic category, alleviating the “self-conflict” problem in prior
image-to-LiDAR contrastive learning pipelines.

3.3 D2S: Dense-to-Sparse Consistency Regularization

Motivation. LiDAR points are sparse and often incomplete, significantly re-
stricting the efficacy of the cross-sensor feature representation learning process.
In this work, we propose to tackle this challenge by combining multiple LiDAR
scans within a suitable time window to create a dense point cloud, which is then
used to encourage consistency with the sparse point cloud.
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Fig. 3: Dense-to-sparse (D2S) consistency
regularization module. Dense point clouds are
obtained by combining multiple point clouds
captured at different times. A D2S regularization
is formulated by encouraging the consistency be-
tween dense features and sparse features.

Point Cloud Concatenation.
Specifically, given a keyframe
point cloud Pt captured at time
t and a set of sweep point clouds
{Ps|s = 1, ..., T} captured at
previous times s, we first trans-
form the coordinate (xs, ys, zs) of
the sweep point cloud Ps to the
coordinate systems of Pt, as they
share different systems due to the
vehicle’s movement:

[x̃s, ỹs, z̃s]T = Γt←s×[xs, ys, zs]T ,
(2)

where Γt←s denotes the transfor-
mation matrix from the sweep
point cloud at time s to the
keyframe point cloud at time t.
We then concatenate the trans-
formed sweep points {P̃s|s =
1, ...T} with Pt to obtain a dense point cloud Pd. As shown in Fig. 3, Pd fuses
temporal information from consecutive point clouds, resulting in a dense and
semantically rich representation for feature learning.
Dense Superpoints. Meanwhile, we generate sets of superpoints Yd and Yt

for Pd and Pt, respectively, using superpixels X t. Both Pt and Pd are fed into
the weight-shared 3D network Fθp and Hωp for feature extraction. The output
features are grouped via average pooling based on the superpoint indices to
obtain superpoint features Qd and Qt, where Qd ∈ RV×L and Qd ∈ RV×L. We
expect Qd and Qt to share similar features, leading to the following D2S loss:

Ld2s =
1

V

V∑
i=1

(1− < qt
i,q

d
i >) , (3)

where < ·, · > denotes the scalar product to measure the similarity of features.
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Fig. 4: Flow-based contrastive learning (FCL) pipeline. FCL takes multiple
LiDAR-camera pairs from consecutive scans as input. Based on temporally aligned se-
mantic superpixel and superpoints, two contrastive learning objectives are formulated:
1) spatial contrastive learning between each LiDAR-camera pair (Lsc), and 2) temporal
contrastive learning among consecutive LiDAR point clouds across scenes (Ltc).

3.4 FCL: Flow-Based Contrastive Learning

Motivation. LiDAR point clouds are acquired sequentially, embedding rich dy-
namic scene information across consecutive timestamps. Prior works [61, 66, 82]
primarily focused on single LiDAR scans, overlooking the consistency of mov-
ing objects across scenes. To address these limitations, we propose flow-based
contrastive learning (FCL) across sequential LiDAR scenes to encourage spa-
tiotemporal consistency.
Spatial Contrastive Learning. Our framework, depicted in Fig. 4, takes three
LiDAR-camera pairs from different timestamps within a suitable time window
as input, i.e., {(Pt, It), (Pt+∆t, It+∆t), (Pt−∆t, It−∆t)}, where timestamp t de-
notes the current scene and ∆t is the timespan. Following previous works [61,82],
we first distill knowledge from the 2D network into the 3D network for each scene
separately. Taking (Pt, It) as an example, Pt and It are fed into the 3D and 2D
networks to extract per-point and image features. The output features are then
grouped via average pooling based on superpoints Yt and superpixels X t to ob-
tain superpoint features Qt and superpixel features Kt. A spatial contrastive loss
is formulated to constrain 3D representation via pretrained 2D prior knowledge.
This process is formulated as follows:

Lsc = − 1

V

V∑
i=1

log

[
e(<qi,ki>/τ)∑

j ̸=i e
(<qi,kj>/τ) + e(<qi,ki>/τ)

]
, (4)

where τ > 0 is a temperature that controls the smoothness of distillation.
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Flow-Based Contrastive Learning. The spatial contrastive learning objec-
tive between images and point clouds, as depicted in Eq. (4), fails to ensure
that moving objects share similar attributes across different scenes. To maintain
consistency across scenes, a temporal consistency loss is introduced among su-
perpoint features across different scenes. For the point clouds Pt and Pt+∆t, the
corresponding superpoint features Qt and Qt+∆t are obtained via their super-
points. The temporal contrastive loss operates on Qt and Qt+∆t:

Lt←t+∆t
tc = − 1

V

V∑
i=1

log

 e(<qt
i,q

t+∆t
i >/τ)∑

j ̸=i e
(<qt

i,q
t+∆t
j >/τ) + e(<qt

i,q
t+∆t
i >/τ)

 . (5)

The same function is also applied between Qt and Qt−∆t. This approach enables
point features at time t to extract more context-aware information across scenes.

4 Experiments

4.1 Settings

Data. We follow the seminar works SLidR [82] and Seal [61] when preparing
the datasets. A total of eleven datasets are used in our experiments, including
1nuScenes [26], 2SemanticKITTI [5], 3Waymo Open [89], 4ScribbleKITTI [94],
5RELLIS-3D [41], 6SemanticPOSS [73], 7SemanticSTF [99], 8SynLiDAR [97],
9DAPS-3D [43], 10Synth4D [80], and 11Robo3D [45]. Due to space limits, kindly
refer to the Appendix and [61,82] for additional details about these datasets.
Implementation Details. SuperFlow is implemented using the MMDetec-
tion3D [20] and OpenPCSeg [59] codebases. Consistent with prior works [61,82],
we employ MinkUNet [19] as the 3D backbone and DINOv2 [72] (with ViT back-
bones [22]) as the 2D backbone, distilling from three variants: small (S), base
(B), and large (L). Following Seal [61], OpenSeeD [109] is used to generate se-
mantic superpixels. The framework is pretrained end-to-end on 600 scenes from
nuScenes [26], then linear probed and fine-tuned on nuScenes [26] according to
the data splits in SLidR [82]. The domain generalization study adheres to the
same configurations as Seal [61] for the other ten datasets. Both the baselines
and SuperFlow are pretrained using eight GPUs for 50 epochs, while linear prob-
ing and downstream fine-tuning experiments use four GPUs for 100 epochs, all
utilizing the AdamW optimizer [65] and OneCycle scheduler [87]. Due to space
limits, kindly refer to the Appendix for additional implementation details.
Evaluation Protocols. Following conventions, we report the Intersection-over-
Union (IoU) on each semantic class and mean IoU (mIoU) over all classes for
downstream tasks. For 3D robustness evaluations, we follow Robo3D [45] and
report the mean Corruption Error (mCE) and mean Resilience Rate (mRR).

4.2 Comparative Study

Linear Probing. We start by investigating the pretraining quality via linear
probing. For this setup, we initialize the 3D backbone Fθp with pretrained pa-
rameters and fine-tune only the added-on segmentation head. As shown in Tab. 1,
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Table 1: Comparisons of state-of-the-art pretraining methods pretrained on
nuScenes [26] and fine-tuned on SemanticKITTI [5] and Waymo Open [89] with spec-
ified data portions, respectively. All methods use MinkUNet [19] as the 3D semantic
segmentation backbone. LP denotes linear probing with a frozen backbone. All scores
are given in percentage (%). Best scores in each configuration are shaded with colors.

Method Venue Distill nuScenes KITTI Waymo
LP 1% 5% 10% 25% Full 1% 1%

Random - - 8.10 30.30 47.84 56.15 65.48 74.66 39.50 39.41

PointContrast [101] ECCV’20 None ◦ 21.90 32.50 - - - - 41.10 -
DepthContrast [113] ICCV’21 None ◦ 22.10 31.70 - - - - 41.50 -

ALSO [7] CVPR’23 None ◦ - 37.70 - 59.40 - 72.00 - -
BEVContrast [81] 3DV’24 None ◦ - 38.30 - 59.60 - 72.30 - -

PPKT [63] arXiv’21 ResNet ◦ 35.90 37.80 53.74 60.25 67.14 74.52 44.00 47.60
SLidR [82] CVPR’22 ResNet ◦ 38.80 38.30 52.49 59.84 66.91 74.79 44.60 47.12

ST-SLidR [66] CVPR’23 ResNet ◦ 40.48 40.75 54.69 60.75 67.70 75.14 44.72 44.93
TriCC [74] CVPR’23 ResNet ◦ 38.00 41.20 54.10 60.40 67.60 75.60 45.90 -

Seal [61] NeurIPS’23 ResNet ◦ 44.95 45.84 55.64 62.97 68.41 75.60 46.63 49.34
HVDistill [110] IJCV’24 ResNet ◦ 39.50 42.70 56.60 62.90 69.30 76.60 49.70 -

PPKT [63] arXiv’21 ViT-S ◦ 38.60 40.60 52.06 59.99 65.76 73.97 43.25 47.44
SLidR [82] CVPR’22 ViT-S ◦ 44.70 41.16 53.65 61.47 66.71 74.20 44.67 47.57

Seal [61] NeurIPS’23 ViT-S ◦ 45.16 44.27 55.13 62.46 67.64 75.58 46.51 48.67
SuperFlow Ours ViT-S • 46.44 47.81 59.44 64.47 69.20 76.54 47.97 49.94

PPKT [63] arXiv’21 ViT-B ◦ 39.95 40.91 53.21 60.87 66.22 74.07 44.09 47.57
SLidR [82] CVPR’22 ViT-B ◦ 45.35 41.64 55.83 62.68 67.61 74.98 45.50 48.32

Seal [61] NeurIPS’23 ViT-B ◦ 46.59 45.98 57.15 62.79 68.18 75.41 47.24 48.91
SuperFlow Ours ViT-B • 47.66 48.09 59.66 64.52 69.79 76.57 48.40 50.20

PPKT [63] arXiv’21 ViT-L ◦ 41.57 42.05 55.75 61.26 66.88 74.33 45.87 47.82
SLidR [82] CVPR’22 ViT-L ◦ 45.70 42.77 57.45 63.20 68.13 75.51 47.01 48.60

Seal [61] NeurIPS’23 ViT-L ◦ 46.81 46.27 58.14 63.27 68.67 75.66 47.55 50.02
SuperFlow Ours ViT-L • 48.01 49.95 60.72 65.09 70.01 77.19 49.07 50.67

SuperFlow consistently outperforms state-of-the-art methods under diverse con-
figurations. We attribute this to the use of temporal consistency learning, which
captures the structurally rich temporal cues across consecutive scenes and en-
hances the semantic representation learning of the 3D backbone. We also observe
improved performance with larger 2D networks (i.e., from ViT-S to ViT-L), re-
vealing a promising direction of achieving higher quality 3D pretraining.
Downstream Fine-Tuning. It is known that data representation learning
can mitigate the need for large-scale human annotations. Our study systemati-
cally compares SuperFlow with prior works on three popular datasets, including
nuScenes [26], SemanticKITTI [5], and Waymo Open [89], under limited annota-
tions for few-shot fine-tuning. From Tab. 1, we observe that SuperFlow achieves
promising performance gains among three datasets across all fine-tuning tasks.
We also use the pretrained 3D backbone as initialization for the fully-supervised
learning study on nuScenes [26]. As can be seen from Tab. 1, models pretrained
via representation learning consistently outperform the random initialization
counterparts, highlighting the efficacy of conducting data pretraining. We also
find that distillations from larger 2D networks show consistent improvements.
Cross-Domain Generalization. To verify the strong generalizability of Super-
Flow, we conduct a comprehensive study using seven diverse LiDAR datasets and
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Table 2: Domain generalization study of different pretraining methods pretrained
on the nuScenes [26] dataset and fine-tuned on other seven heterogeneous 3D semantic
segmentation datasets with specified data portions, respectively. All scores are given
in percentage (%). Best scores in each configuration are shaded with colors.

Method ScriKITTI Rellis-3D SemPOSS SemSTF SynLiDAR DAPS-3D Synth4D
1% 10% 1% 10% Half Full Half Full 1% 10% Half Full 1% 10%

Random 23.81 47.60 38.46 53.60 46.26 54.12 48.03 48.15 19.89 44.74 74.32 79.38 20.22 66.87

PPKT [63] 36.50 51.67 49.71 54.33 50.18 56.00 50.92 54.69 37.57 46.48 78.90 84.00 61.10 62.41
SLidR [82] 39.60 50.45 49.75 54.57 51.56 55.36 52.01 54.35 42.05 47.84 81.00 85.40 63.10 62.67

Seal [61] 40.64 52.77 51.09 55.03 53.26 56.89 53.46 55.36 43.58 49.26 81.88 85.90 64.50 66.96
SuperFlow 42.70 54.00 52.83 55.71 54.41 57.33 54.72 56.57 44.85 51.38 82.43 86.21 65.31 69.43

Table 3: Out-of-distribution 3D robustness study of state-of-the-art pretraining
methods under corruption and sensor failure scenarios in the nuScenes-C dataset from
the Robo3D benchmark [45]. Full denotes fine-tuning with full labels. LP denotes
linear probing with a frozen backbone. All mCE (↓), mRR (↑), and mIoU (↑) scores
are given in percentage (%). Best scores in each configuration are shaded with colors.

# Initial Backbone mCE mRR Fog Rain Snow Blur Beam Cross Echo Sensor Avg

F
u
ll

Random MinkU-18 ◦ 115.61 70.85 53.90 71.10 48.22 51.85 62.21 37.73 57.47 38.97 52.68
SuperFlow MinkU-18 • 109.00 75.66 54.95 72.79 49.56 57.68 62.82 42.45 59.61 41.77 55.21

Random MinkU-34 ◦ 112.20 72.57 62.96 70.65 55.48 51.71 62.01 31.56 59.64 39.41 54.18
PPKT [63] MinkU-34 ◦ 105.64 75.87 64.01 72.18 59.08 57.17 63.88 36.34 60.59 39.57 56.60
SLidR [82] MinkU-34 ◦ 106.08 75.99 65.41 72.31 56.01 56.07 62.87 41.94 61.16 38.90 56.83

Seal [61] MinkU-34 ◦ 92.63 83.08 72.66 74.31 66.22 66.14 65.96 57.44 59.87 39.85 62.81
SuperFlow MinkU-34 • 91.67 83.17 70.32 75.77 65.41 61.05 68.09 60.02 58.36 50.41 63.68

Random MinkU-50 ◦ 113.76 72.81 49.95 71.16 45.36 55.55 62.84 36.94 59.12 43.15 53.01
SuperFlow MinkU-50 • 107.35 74.02 54.36 73.08 50.07 56.92 64.05 38.10 62.02 47.02 55.70

Random MinkU-101 ◦ 109.10 74.07 50.45 73.02 48.85 58.48 64.18 43.86 59.82 41.47 55.02
SuperFlow MinkU-101 • 96.44 78.57 56.92 76.29 54.70 59.35 71.89 55.13 60.27 51.60 60.77

L
P

PPKT [63] MinkU-34 ◦ 183.44 78.15 30.65 35.42 28.12 29.21 32.82 19.52 28.01 20.71 28.06
SLidR [82] MinkU-34 ◦ 179.38 77.18 34.88 38.09 32.64 26.44 33.73 20.81 31.54 21.44 29.95

Seal [61] MinkU-34 ◦ 166.18 75.38 37.33 42.77 29.93 37.73 40.32 20.31 37.73 24.94 33.88
SuperFlow MinkU-34 • 161.78 75.52 37.59 43.42 37.60 39.57 41.40 23.64 38.03 26.69 35.99

show results in Tab. 2. It is worth noting that these datasets are collected under
different acquisition and annotation conditions, including adverse weather, weak
annotations, synthetic collection, and dynamic objects. For all fourteen domain
generalization fine-tuning tasks, SuperFlow exhibits superior performance over
the prior arts [61,63,82]. This study strongly verifies the effectiveness of the pro-
posed flow-based contrastive learning for image-to-LiDAR data representation.
Out-of-Distribution Robustness. The robustness of 3D perception models
against unprecedented conditions directly correlates with the model’s applicabil-
ity to real-world applications [29, 48, 54, 102]. We compare our SuperFlow with
prior models in the nuScenes-C dataset from the Robo3D benchmark [45] and
show results in Tab. 3. We observe that models pretrained using SuperFlow ex-
hibit improved robustness over the random initialization counterparts. Besides,
we find that 3D networks with different capacities often pose diverse robustness.
Quantitative Assessments. We visualize the prediction results fine-tuned on
nuScenes [26], SemanticKITTI [5] and Waymo Open [89], compared with random
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Table 4: Ablation study of Super-
Flow using different # of sweeps. All
methods use ViT-B [72] for distillation.
All scores are given in percentage (%).
Baseline results are shaded with colors.

Backbone nuScenes KITTI Waymo
LP 1% 1% 1%

1× Sweeps ◦ 47.41 47.52 48.14 49.31
2× Sweeps • 47.66 48.09 48.40 50.20
5× Sweeps ◦ 47.23 48.00 47.94 49.14
7× Sweeps ◦ 46.03 47.98 46.83 47.97

Table 5: Ablation study of SuperFlow
on network capacity (# params) of 3D back-
bones. All methods use ViT-B [72] for dis-
tillation. All scores are given in percentage
(%). Baseline results are shaded with colors.

Backbone Layer nuScenes KITTI Waymo
LP 1% 1% 1%

MinkUNet ◦ 18 47.20 47.70 48.04 49.24
MinkUNet • 34 47.66 48.09 48.40 50.20
MinkUNet ◦ 50 54.11 52.86 49.22 51.20
MinkUNet ◦ 101 52.56 51.19 48.51 50.01

Ground Truth Random SLidR Seal SuperFlow

Fig. 5: Qualitative assessments of state-of-the-art pretraining methods pretrained
on nuScenes [26] and fine-tuned on nuScenes [26], SemanticKITTI [5], and Waymo
Open [89], with 1% annotations. The error maps show the correct and incorrect pre-
dictions in gray and red, respectively. Best viewed in colors and zoomed-in for details.

initialization, SLiDR [82], and Seal [61]. As shown in Fig. 5, Superflow performs
well, especially on backgrounds, i.e., “road” and “sidewalk” in complex scenarios.

4.3 Ablation Study

In this section, we are tailored to understand the efficacy of each design in our
SuperFlow framework. Unless otherwise specified, we adopt MinkUNet-34 [19]
and ViT-B [72] as the 3D and 2D backbones, respectively, throughout this study.
3D Network Capacity. Existing 3D backbones are relatively small in scale
compared to their 2D counterparts. We study the scale of the 3D network and
the results are shown in Tab. 5. We observe improved performance as the network
capacity scales up, except for MinkUNet-101 [19]. We conjecture that this is due
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Table 6: Ablation study of each com-
ponent in SuperFlow. All variants use a
MinkUNet-34 [19] as the 3D backbone and
ViT-B [72] for distillation. VC: View consis-
tency. D2S: Dense-to-sparse regularization.
FCL: Flow-based contrastive learning. All
scores are given in percentage (%).

# VC D2S FCL nuScenes KITTI Waymo
LP 1% 1% 1%

- Random 8.10 30.30 39.50 39.41

(a) ✗ ✗ ✗ 44.65 44.47 46.65 47.77
(b) ✓ ✗ ✗ 45.57 45.21 46.87 48.01
(c) ✓ ✓ ✗ 46.17 46.91 47.26 49.01
(d) ✓ ✗ ✓ 47.24 47.67 48.21 49.80
(e) ✓ ✓ ✓ 47.66 48.09 48.40 50.20

Table 7: Ablation study on spa-
tiotemporal consistency. All vari-
ants use a MinkUNet-34 [19] as the 3D
backbone and ViT-B [72] for distilla-
tion. 0 denotes current timestamp. 0.5s
corresponds to a 20Hz timespan. All
scores are given in percentage (%).

Timespan nuScenes KITTI Waymo
LP 1% 1% 1%

Single-Frame 46.17 46.91 47.26 49.01

0,−0.5s 46.39 47.08 47.99 49.78
−0.5s, 0,+0.5s 47.66 48.09 48.40 50.20
−1.0s, 0,+1.0s 47.60 47.99 48.43 50.18
−1.5s, 0,+1.5s 46.43 48.27 48.34 49.93
−2.0s, 0,+2.0s 46.20 48.49 48.18 50.01

to the fact that models with limited parameters are less effective in capturing
patterns during representation learning, and, conversely, models with a large set
of trainable parameters tend to be difficult to converge.
Representation Density. The consistency regularization between sparse and
dense point clouds encourages useful representation learning. To analyze the
degree of regularization, we investigate various point cloud densities and show
the results in Tab. 4. We observe that a suitable point cloud density can im-
prove the model’s ability to feature representation. When the density of point
clouds is too dense, the motion of objects is obvious in the scene. However, we
generate superpoints of the dense points based on superpixels captured at the
time of sparse points. The displacement difference of dynamic objects makes the
projection misalignment. A trade-off selection would be two or three sweeps.
Temporal Consistency. The ability to capture semantically coherent tempo-
ral cues is crucial in our SuperFlow framework. In Eq. (5), we operate temporal
contrastive learning on superpoints features across scenes. As shown in Tab. 7,
we observe that temporal contrastive learning achieves better results compared
to single-frame methods. We also compare the impact of frames used to capture
temporal cues. When we use 3 frames, it acquires more context-aware informa-
tion than 2 frames and achieves better results. Finally, we study the impact of
the timespan between frames. The performance will drop with a longer times-
pan. We conjecture that scenes with short timespans have more consistency,
while long timespans tend to have more uncertain factors.
Component Analysis. In Tab. 6, we analyze each component in the Super-
Flow framework, including view consistency, dense-to-sparse regularization, and
flow-based contrastive learning. The baseline is SLiDR [82] with VFMs-based
superpixels. View consistency brings slight improvements among the popular
datasets with a few annotations. D2S distills dense features into sparse features
and it brings about 1% mIoU gains. FCL extracts temporal cues via temporal
contrastive learning and it significantly leads to about 2.0% mIoU gains.
Visual Inspections. Similarity maps presented in Fig. 6 denote the segmen-
tation ability of our pretrained model. The query points include “car”, “man-
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(a) “car” (3D) (b) “manmade” (3D) (c) “sidewalk” (3D)

(d) “car” (2D) (e) “manmade” (2D) (f) “sidewalk” (2D)

(g) “vegetation” (3D) (h) “driveable surface” (3D) (i) “terrain” (3D)

(j) “vegetation” (2D) (k) “driveable surface” (2D) (l) “terrain” (2D)

Fig. 6: Cosine similarity between features of a query point (red dot) and: 1) features
of other points projected in the image (the 1st and 3rd rows); and 2) features of an
image with the same scene (the 2nd and 4th rows). The color goes from red to blue
denoting low and high similarity scores, respectively. Best viewed in color.

made”, “sidewalk”, “vegetation”, “driveable surface”, and “terrain”. SuperFlows
shows strong semantic discriminative ability without fine-tuning. We conjec-
ture that it comes from three aspects: 1) View consistent superpixels enable the
network to learn semantic representation; 2) Dense-to-sparse regularization en-
hances the network to learn varying density features; 3) Temporal contrastive
learning extracts semantic cues across scenes.

5 Conclusion

In this work, we presented SuperFlow to tackle the challenging 3D data rep-
resentation learning. Motivated by the sequential nature of LiDAR acquisitions,
we proposed three novel designs to better encourage spatiotemporal consistency,
encompassing view consistency alignment, dense-to-sparse regularization, and
flow-based contrastive learning. Extensive experiments across 11 diverse LiDAR
datasets showed that SuperFlow consistently outperforms prior approaches in
linear probing, downstream fine-tuning, and robustness probing. Our study on
scaling up 2D and 3D network capacities reveals insightful findings. We hope
this work could shed light on future designs of powerful 3D foundation models.
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