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Abstract. The costly and time-consuming annotation process to pro-
duce large training sets for modelling semantic LiDAR segmentation
methods has motivated the development of semi-supervised learning (SSL)
methods. However, such SSL approaches often concentrate on employ-
ing consistency learning only for individual LiDAR representations. This
narrow focus results in limited perturbations that generally fail to enable
effective consistency learning. Additionally, these SSL approaches employ
contrastive learning based on the sampling from a limited set of positive
and negative embedding samples. This paper introduces a novel semi-
supervised LiDAR semantic segmentation framework called ItTakesTwo
(IT2). IT2 is designed to ensure consistent predictions from peer Li-
DAR representations, thereby improving the perturbation effectiveness
in consistency learning. Furthermore, our contrastive learning employs
informative samples drawn from a distribution of positive and negative
embeddings learned from the entire training set. Results on public bench-
marks show that our approach achieves remarkable improvements over
the previous state-of-the-art (SOTA) methods in the field. The code is
available at: https://github.com/yyliu01/IT2.
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1 Introduction

Outdoor LiDAR semantic segmentation is emerging as an important area of
research given its application to self-driving vehicles [16, 17]. Although LIDAR
data has advantages relative to photometric camera data, it also presents unique
challenges, such as data sparsity [66] and varying point density [27, 45]. Most
existing works alleviate these issues by transforming the LiDAR point-clouds to
other representations, including range-based image [13,26,45,55], voxel grids [15,
21,66], or fusing them with other modalities [38,41] and views [58]. Despite their
success, those methods rely on supervised learning that requires large labelled
training sets, which can be problematic given the costly and time-consuming
labelling process [39,47].
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Fig. 1: The left figure represents the 3D point cloud scan (ground truth of four classes
– Car, Pole, Terrain, and Sidewalk) while the right figures denote the prediction results
(into the same four classes), provided by our model, from range (top-right) and voxel
(bottom-right) representations, where the incorrect predictions are marked in gray.
Please notice that: 1) the mapping of the four classes from the 3D point cloud scan to
each representation demonstrates the consistent distribution of semantic classes, and
2) the histograms of the predictions for each representation exhibit distinct differences.

These issues have motivated semi-supervised learning (SSL) innovations for
LiDAR semantic segmentation [23,27,31], which require a small labelled dataset
used in conjunction with a large unlabelled dataset. Consistency Learning, one of
the main strategies explored in SSL for image semantic segmentation, penalises
inconsistent predictions from perturbed inputs, where these perturbations take
various forms, including input augmentation [62, 69], adversarial noise [22, 39],
network perturbations [6] and dropout [61]. The incorporation of strong and
varied perturbations is crucial for enhancing generalisation [14,39].

Current research [27,31] applies such consistency learning in SSL for LiDAR
points using many strategies, such as laser-beam augmentation [27] or Mean
Teacher (MT) [31] framework. Despite their success, these approaches solely
rely on a single LiDAR representation (e.g., voxel grid) for training, which could
potentially limit the model’s ability to generalize effectively due to the restricted
perturbations. Such an issue can be mitigated with the use of multiple LiDAR
representations for consistency learning that explores the fundamental Cluster-
ing assumption5, where the results from different representations naturally indi-
cate the same underlying semantic information from the 3D LiDAR points. For
example, as illustrated in Fig. 1, the class Terrain ( ) in the top-right pixels
and bottom-right voxels should be "clustered" according to the (left) original 3D
point data. Thus, the peer LiDAR representations can be regarded as a novel
form similar to perturbation, but yet under-explored in the field. Other disad-
vantages of focusing on only one of the representations when using small labelled
datasets are: the range view suffers from the information loss during the pro-
jection process, particularly for the tail categories, such as Pole ( ), which has
5 Cluster hypothesis (or assumption) [42]: the data of various forms that behave sim-

ilarly with respect to information relevance should be clustered together.
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a low mIoU of 52.02; and the voxel grid tends to show lower accuracy in dense
areas that are far away from the LiDAR source, such as Sidewalk ( ), which
has a low mIoU of 69.50. Such limited pseudo label results will inevitably in-
troduce confirmation bias (i.e., the problem of relying on and reinforcing wrong
predictions during training), reducing even further the efficacy of consistency
learning based on single representation [23,27,31].

Another effective technique for semi-supervised LiDAR segmentation is con-
trastive learning [7,20,23,31], which consists of attracting positive and repelling
negative embedding pairs at instance [46] or category [23,31] levels, thereby en-
hancing the latent space point distribution. However, to generate these pairs,
methods typically rely on a limited number of embeddings extracted from ran-
domly selected training samples due to the high computational cost associated
with dense contrastive learning tasks [23,31]. Unfortunately, this limited sample
size hinders a comprehensive understanding of the distribution across the entire
embedding space [5], resulting in suboptimal convergence of LiDAR segmen-
tation in SSL. This limitation becomes particularly pronounced when dealing
with embeddings from different models in multiple views, where potential noisy
data [44, 51] or model bias [59] from one network can adversely affect others,
thereby impeding the optimization process.

In this work, we propose a novel semi-supervised LiDAR semantic segmen-
tation framework, named ItTakesTwo (IT2). IT2 employs consistency learning
based on peer-representations perturbation, which enforces the consistent pre-
dictions across two different representations. Such perturbation contributes with
a more effective SSL generalisation and alleviates issues related to pseudo label
qualities from a single representation. Furthermore, we propose cross-distribution
contrastive learning, where instead of randomly selecting training samples in the
embedding space, we learn informative embedding distributions (also known as
prototype) via Gaussian Mixture Models from both representations. Then the
embedding samples are drawn from such prototypical distributions to produce
representative features that enhance the understanding of the latent space in
peer representation scenarios. In addition, instead of applying a single type of
data augmentation to both LiDAR representations [27], we empirically show that
applying different augmentations to distinct representations provides better gen-
eralisation. To summarise, our work makes the following key contributions:

1. A novel SSL LiDAR segmentation framework (IT2) that leverages peer-
representation perturbation in consistency learning, encouraging the same
predictions for the points with the same semantic meaning in different Li-
DAR representations;

2. A new contrastive learning where informative positive and negative pairs of
embeddings are sampled from prototype distributions (modeled via Gaussian
Mixture Models) of both representations; and

3. An innovative representation-specific data augmentation that enables IT2
achieve better generalisation.

Our IT2 has state-of-the-art (SOTA) performance on nuScenes [4], SemanticKitti [2]
and ScribbleKitti [52], and we also achieve best performance with different
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sampling strategies to form the labelled and unlabelled subsets. Notably, in
nuScenes [4] dataset, we outperform the previous SOTA [27] by around 4.6%
in the limited labelled data situations.

2 Related Work

LiDAR Semantic Segmentation is an essential task for autonomous driv-
ing [17]. To more effectively extract the feature information from the unordered
LiDAR point data, current approaches [45, 66, 67] transform such point data
into different representations. Range representation methods [26,45,65] transfer
the LiDAR points to the spherical coordinates [45] and project them to the im-
age space [26, 65]. Voxel representation methods [15, 28, 66] voxelise the LiDAR
points and project them into different sub-types of geometry views to alleviate
the sparse data challenges [10,15], encompassing cartesian [53], spherical [28] and
cylindrical [66] coordinate systems. Furthermore, some methods [34,38] take in-
puts from a combination of LiDAR representations [48,67] or incorporate inputs
from camera modalities [34, 40], fusing them in the intermediate layer to en-
hance feature understanding. Although these supervised methods show promis-
ing results [58, 65, 66], there has been a longstanding interest in minimising the
extensive labeling efforts, with approaches such as scribble annotation [52], box
supervision [37], active learning [35,60], and SSL [23,27]. In this paper, we focus
on SSL to alleviate such annotation costs.
Semi-supervised LiDAR Semantic Segmentation leverages unlabelled data
to enhance the model’s generalisation beyond the small labelled dataset. The
current literature on LiDAR SSL primarily focuses on indoor [7, 12, 32, 60] or
object [25,49] point cloud scenarios, which have uniformly distributed and high
density points in the scan. Such scenario is markedly different from the repre-
sentation of outdoor LiDAR points that pose unique challenges, such as complex
structure [27] and low density points [66]. Previous semi-supervised LiDAR seg-
mentation methods [23,31,46] mainly rely on contrastive learning to improve the
latent space understanding. For instance, GPC [23] utilises confidence-threshold
to constrain potentially noisy pseudo labels, and Lim3D [31] uses a memory bank
to save negative samples. To increase the variation of the LiDAR data, Laser-
Mix [27] proposes a novel augmentation that mixes laser beams in various spatial
positions and holds the consistency learning under the Mean Teacher (MT) ar-
chitecture [50]. However, these methods use only single LiDAR representations
which, as explained in Sec. 1, imposes many limitations, such as limited pertur-
bation effectiveness and poor performance for specific categories. Our framework
introduces a novel peer-representation perturbation that employs various LiDAR
representations during training, resulting in improved generalisation.
Contrastive Learning [5, 24, 54, 56] enforces latent embeddings to be closer
to instances with the same semantic meaning (i.e. positive) and to be far away
from instances with different semantic meanings (i.e. negative). This approach
has been explored in LiDAR segmentation [7, 12, 23, 31, 46], but the reliance on
actual training samples leads to sub-optimal training as only a subset of em-
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Fig. 2: Illustration of our approach with unlabeled data. The point scans in the
batch (x1 and x2 on the left) are transformed into range (and processed by fϕFCN(.))
and voxel (and processed by fθEXR(.)) representations. Subsequently, the results from
fϕSEG(fϕFCN(.)) and fθSEG(fθEXR(.)) are transformed to the other representation with
Eq. (2) and cross-supervised with Eq. (4). Also, the embedding { , } selected by the
pseudo labels are utilised to model the GMMs with Eq. (6) and penalised by the in-
formative samples (generated from GMMs) based on ℓcross(.) in Eq. (8). Please note
the arrow indicates that the operation does not require gradient computation.

bedding pairs [23, 31] can be selected for computing the contrastive loss. This
becomes more challenging when working with embeddings obtained from differ-
ent representations [36,51,59], as potentially noisy predictions [44,59] from each
representation can result in confirmation bias during training [1]. Prototypical
contrastive learning [5, 18, 29, 30, 33] explores the use of a set of representative
embeddings for the contrastive learning via memory bank [18,54], optimal trans-
port [5], or deep clustering [29, 30]. Nevertheless, such prototypes represent the
modes of a more complex underlying distribution of prototypes that has not
been explored before for SSL LiDAR segmentation. In our framework, we em-
ploy Gaussian Mixture Models (GMMs) to represent class-specific embedding
distributions from both LiDAR representations and to generate informative em-
beddings for all classes, enhancing the effectiveness of the contrastive learning.

3 Methodology

Our approach is based on a labelled point dataset PL = {(xi,yi)}|PL|
i=1 consisting

of |PL| scans and an unlabelled set PU = {(xi}|PU |
i=1 with |PU | scans. Each scan

xi ∈ P ⊂ R3×C×N has 3 spatial coordinates, with C denoting the number of
features (intensity, elongation, etc.), N representing the number of points, and
yi ∈ Y ⊂ {0, 1}Y×N represents the one-hot label with Y being the number of
classes in the labelled set. This point cloud dataset is transformed into the range
and voxel representations to build the two peer representation datasets that is
required by our method. These transformations are defined by [58] as:
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– ψp→v : P → V is a point to voxel projection function that forms VL =

{(xv
i ,y

v
i )|(xi,yi) ∈ PL}|PL|

i=1 and VU = {xv
i |xi ∈ PU}|PU |

i=1 , with each volume
xv
i ∈ V ⊂ RCv×H×W×L having size H ×W × L and Cv features, and the

projected label being yv
i ∈ {0, 1}Y×H×W×L in one-hot format.

– ψp→r : P → R is a function to project point to the range image6. With this,
we build RL = {(xr

i ,y
r
i )|(xi,yi) ∈ PL}|PL|

i=1 and RU = {xr
i |xi ∈ PU}|PU |

i=1 ,
with each range image xr

i ∈ R ⊂ RCr×U×V having size U × V with Cr

features, and the projected label being yr
i ∈ {0, 1}Y×U×V .

The inverse of the transformations above are respectively denoted by ψv→p and
ψr→p. Based on the transformed range and voxel representations from PL and
PU , we define the labelled set DL = {(xv

i ,y
v
i ), (x

r
i ,y

r
i )|(xv

i ,y
v
i ) ∈ VL, (x

r
i ,y

r
i ) ∈

RL, }|DL|
i=1 and the larger unlabelled set DU = {(xv

i ,x
r
i )|xv

i ∈ VU ,x
r
i ∈ RU}|DU |

i=1

where |DL| ≤ |DU |. These datasets are used to train our IT2 methodology
in Sec. 3.1, while Sec. 3.2 describes our Gaussian Mixture Models (GMMs) based
prototypical contrastive learning. Lastly, we introduce the details of our augmen-
tation method in Sec. 3.3.

3.1 ItTakesTwo (IT2) Framework

As illustrated in Fig. 2, our approach enforces prediction consistency between
two peer representations to explore a potentially more effective perturbation. Our
method can use various LiDAR representations, but we follow [27] and employ
range and voxel networks for a fair comparison in the benchmark. The range
image network consists of an FCN Network (e.g., ResNet [19]) that maps the
input to a latent dense feature space with fϕFCN : R → I, where I ⊂ RU×V×Dr

with Dr denoting feature dimensionality. Then a segmentation head will map I
to the categorical segmentation map with fϕSEG : I → RU×V×Y . Similarly, the
voxel network extracts features with fθEXR : V → K, where K ∈ RH×W×L×Dv

with Dv denoting the feature dimensionality, followed by a segmentation head
fθSEG : K → RH×W×L×Y . The peer representation consistency training
depends on the following categorical distributions for both views:

ŷr(ωr) = softmax(ω
r)(fϕSEG(fϕFCN(x

r))),

ŷv(ωv) = softmax(ω
v)(fθSEG(fθEXR(x

v))),
(1)

where ŷr and ŷv are the categorical distributions for the range image (in ωr in the
U×V lattice Ωr) and voxel (in ωv in the H×W ×L lattice Ωv) representations,
and softmax(ω)(.) computes the softmax activation at ω. Based on these outputs,
we perform the following cross-view transformations:

ỹr(ωr) = argmax Ψ (ωr)
v→r (ŷ

v), cr(ωr) = max Ψ (ωr)
v→r (ŷ

v),

ỹv(ωv) = argmax Ψ (ωv)
r→v (ŷ

r), cv(ωv) = max Ψ (ωv)
r→v (ŷ

r),
(2)

6 Range-to-point projection can lead to information loss [45], which is typically miti-
gated by post-processing with K-Nearest Neighbors (KNN). In pursuit of efficiency,
our IT2 does not use any post-processing during training.
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where ỹr and ỹv represent the transformed hard pseudo label maps, cr and cv

denote the transformed confidence maps for range and voxel representations,
respectively, Ψv→r = ψp→r ◦ ψv→p, Ψr→v = ψp→v ◦ ψr→p, and the superscript ω
indicates that we only consider the output at ω. We use the cross-view pseudo
labels from Eq. (2) to formulate the loss function to train IT2, as follows:

ℓIT2(DL,DU , fϕFCN , fϕEXR , fϕSEG) = ℓrange(DL,DU , fϕFCN , fϕSEG) + ℓvoxel(DL,DU , fθEXR , fθSEG),

(3)
where we formulate the loss for each view as:

ℓrange(DL,DU , fϕFCN , fϕSEG) =
1

|DL| × |Ωr|

|DL|∑
i=1

∑
ωr∈Ωr

ℓ(yr
i (ω

r), f
(ωr)
ϕSEG

(fϕFCN(x
r
i ))

+
1

|DU | × |Ωr|

|DU |∑
i=1

∑
ωr∈Ωr

ℓ(ỹr
i (ω

r), f
(ωr)
ϕSEG

(fϕFCN(x
r
i )),

ℓvoxel(DL,DU , fθEXR , fθSEG) =
1

|DL| × |Ωv|

|DL|∑
i=1

∑
ωv∈Ωv

ℓ(yv
i (ω

v), f
(ωv)
θSEG

(fθEXR(x
v
i ))

+
1

|DU | × |Ωv|

|DU |∑
i=1

∑
ωv∈Ωv

ℓ(ỹv
i (ω

v), f
(ωv)
θSEG

(fθEXR(x
v
i )),

(4)

with the loss function ℓ(.) denoting the combination of cross-entropy loss and
Lovasz-softmax [3] loss, following [27,31,66].

3.2 Cross-distribution Contrastive Learning

We model the cross distribution of the embedding space using a multi-layer
perceptron to generate latent embeddings in parallel with the segmentation
head. Specifically, we obtain the range image embedding space via frϕPRJ

:

I → RU×V×Z with Z denoting the pixel-wise number of dimensions in the
projected space. Similarly, the voxel embedding space is obtained via fvθPRJ

:

K → RH×W×L×Z , where I and K are intermediate feature spaces introduced
in Sec. 3.1. We formulate the observed embedding results with:

zr(ωr) = f
(ωr)
ϕPRJ

(fϕFCN(x
r)), zv(ωv) = f

(ωv)
θPRJ

(fθEXR(x
v)), (5)

where zr and zv represent the latent point-wise embeddings of the range and
voxel representations, respectively.

As mentioned in Sec. 2, contrastive learning methods [7, 12, 23, 31, 46] only
use a limited subset of actual training samples present in a mini batch, poten-
tially leading to suboptimal convergence with confirmation bias. We propose a
novel approach to represent the range and voxel embeddings with class-specific
Gaussian Mixture Models (GMMs). Such approach enables the sampling of the
most informative embeddings, fostering a comprehensive understanding of the
distribution across the feature space of different representations. In practice, we
concatenate the embeddings from both range and voxel based on their cate-
gories, where such embedding set is defined by Gy = {(z, c, y)|z = zri (ω

r), c =
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cri (ω
r), y = ỹr

i (ω
r)}

⋃
{(z, c, y)|z = zvi (ω

v), c = cvi (ω
v), y = ỹv

i (ω
v)} for the un-

labelled data indexed by i ∈ {1, ..., |DU |}, with the related confidence (i.e., cr
and cv) and pseudo labels (i.e., ỹr and ỹv) from Eq. (2) at positions ωr ∈ Ωr

and ωv ∈ Ωv. The class-specific GMMs are defined for both representations by

PΓy (z|y) =
M∑

m=1

PΓy (m|y)PΓy (z|m, y) =
M∑

m=1

πy
mN (z;µy

m,Σ
y
m), (6)

where πy
m = PΓy (m|y) denotes the prior probability for the m-th GMM com-

ponent of class y ∈ {0, 1}Y , µy
m ∈ RZ and Σy

m ∈ RZ×Z represent the mean
and covariance of the corresponding GMM component and we fix M = 5 for all
experiments. The GMM parameter optimisation in Eq. (6) relies on the EM [11]
algorithm using the training set Gy defined above with the following steps:

E step: qy
n,m =

πy
m N (zn | µy

m,Σ
y
m)∑M

m πy
m N (zn | µy

m,Σ
y
m)

, for (zn, cn, yn) ∈ Gy

M step: µy
m =

1

|Gy|
∑

(zn,cn,yn)∈Gy

cnq
yn
n,mzn

Σy
m =

1

|Gy|
∑

(zn,cn,yn)∈Gy

cnq
yn
n,m(zn − µyn

m )(zn − µyn
m )⊺,

(7)

where Gy represents the set of embedding samples that share the same label
y. The posterior qy

n,m estimates the responsibility of the nth embedding z from
class y in Gy being assigned to them-th component. The confidence cn represents
the potential correctness of the pseudo label from Eq. (2), which is used as a
weighting factor to reduce the effect of low-confidence segmentation results [8,9]
in the estimation of the GMM parameters. Note that we maintain a uniform
weight of πy

m = 1/M for each component [43, 57] to prevent one component
from dominating others.

GMM-based Prototypical Contrastive Learning. The class-specific GMMs
from Eq. (7) are used to generate a set of highly representative embeddings
for the contrastive learning process explained next. These representative class-
specific embeddings is denoted by Sy = {s|s ∼ PΓy (z|y)}, with PΓy (z|y) being
the class-specific GMM defined in Eq. (6). Subsequently, these generated virtual
prototypes are utilised to guide the contrastive learning for the incoming em-
bedding features from both range and voxel representations [54], without joining
the backpropagation computation graph. We define the set of incoming features
with the anchor set A = {(z, y)} that is formed similarly to how we form the set
Gy without including the confidence value. The samples in A are selectively cho-
sen for backpropagation [54], but the informative samples in Sy contribute to a
comprehensive understanding of the cross-distribution for both representations.
The contrastive learning relies on the minimisation of the following loss:

ℓcross(DL,DU , fϕPRJ , fϕFCN , fθPRJ , fθEXR) =
∑

(z,y)∈A

∑
s∈Sy

exp(z · s/τ)
exp(z · s/τ) +

∑
s−∈S̄y exp(z · s−/τ)

,

(8)
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where S̄y is the set of virtual negative embeddings for class y.

3.3 Representation Specific Data Augmentation

Following [39, 61], we apply spatial data augmentations to the pseudo-labeling
strategy in Eq. (2) to increase the robustness of our approach to complex scenes.
After experimenting with classic data augmentation processes (e.g., CutMix [63]
and LaserMix [27]), we notice that the application of distinct spatial augmenta-
tions to different viewpoints in our IT2 framework results in more effective gener-
alization. We have empirically found the multi-boxes CutMix [63] augmentation
for the range image and single-inclination LaserMix [27] augmentation for the
voxel representation yield the most robust results. Although this representation-
specific data augmentation is not our main contribution, it is shown empirically
to produce relevant improvements. Please see details in supplementary Sec. 2.

3.4 Overall Training

The overall training of our IT2 minimises the following loss function:

L(DL,DU ,DL,DU , fϕFCN , fϕEXR , fϕSEGfϕPRJ , fϕPRJ) =

ℓIT2(DL,DU , fϕFCN , fϕEXR , fϕSEG) + ℓcross(DL,DU , fϕPRJ , fϕFCN , fθPRJ , fθEXR),
(9)

where the entire training pipeline is performed in an end-to-end manner, where
in each iteration, we minimise the loss from ℓIT2(.) and ℓcross(.) simultaneously.

4 Experiment

4.1 Experimental Setup

We evaluate our approach on three benchmarks, including nuScenes [4], Se-
manticKITTI [2] and ScribbleKITTI [52]. The nuScenes [4] dataset has 29, 130
training scans and 6, 019 validation scans. Each LiDAR scan contains 32 beams
with [−30◦, 10◦] vertical field of views (FOV). The dataset has 23 categories,
but following previous works [27, 66], we merge them into 16 for training and
validation. The SemanticKITTI [2] and its extension ScribbleKITTI [52] are
popular laser-based segmentation benchmarks, where the latter one is based on
line-scribbles labelling to reduce the annotation effort. The SemanticKITTI [2]
dataset has 19 categories for semantic segmentation, where every LiDAR scan
contains 64 beams with [3◦,−25◦] vertical FOV. There are 22 sequences of Li-
DAR scans in the dataset, where sequences 0 to 9 are used for training and val-
idation. Following [23, 27], we use 19, 130 scans (sequences 0 to 7 and sequence
9) for training and 4, 071 scans from sequence 8 for validation.
Sampling strategies. Previous works [23, 27, 31] propose different sampling
strategies to select the labelled data for the semi-supervised learning setting,
including: 1) uniform [27] sampling of the labelled data across all the training
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Table 1: Uniform sampling results across various benchmarks, where we follow [27]
to utilise half feature dimension and lower resolution in Cylinder3D [66] for all the
experiments. Best results are highlighted in red.

Repr. Method
nuScenes [4] SemanticKITTI [2] ScribbleKITTI [52]

1% 10% 20% 50% 1% 10% 20% 50% 1% 10% 20% 50%
sup. 38.3 57.5 62.7 67.6 36.2 52.2 55.9 57.2 33.1 47.7 49.9 52.5

MT [50] 42.1 60.4 65.4 69.4 37.5 53.1 56.1 57.4 34.2 49.8 51.6 53.3
CBST [68] 40.9 60.5 64.3 69.3 39.9 53.4 56.1 56.9 35.7 50.7 52.7 54.6
CPS [6] 40.7 60.8 64.9 68.0 36.5 52.3 56.3 57.4 33.7 50.0 52.8 54.6

LaserMix [27] 49.5 68.2 70.6 73.0 43.4 58.8 59.4 61.4 38.3 54.4 55.6 58.7

R
an

ge

IT2 (Ours) 56.5 71.3 73.4 74.0 51.9 60.3 61.7 62.1 46.6 57.1 57.3 58.6
sup. 50.9 65.9 66.6 71.2 45.4 56.1 57.8 58.7 39.2 48.0 52.1 53.8

MT [50] 51.6 66.0 67.1 71.7 45.4 57.1 59.2 60.0 41.0 50.1 52.8 53.9
CBST [68] 53.0 66.5 69.6 71.6 48.8 58.3 59.4 59.7 41.5 50.6 53.3 54.5
CPS [6] 52.9 66.3 70.0 72.5 46.7 58.7 59.6 60.5 41.4 51.8 53.9 54.8

LaserMix [27] 55.3 69.9 71.8 73.2 50.6 60.0 61.9 62.3 44.2 53.7 55.1 56.8

V
ox

el

IT2 (Ours) 57.5 72.1 73.6 74.1 52.0 61.4 62.1 62.5 47.9 56.7 57.5 58.3

sequences, 2) partial [23] sampling of the labelled data only from certain se-
quences, and 3) sampling of significant [31] labelled frames from the sequences.
In the experiment, we examine our approach under all these sampling protocols.
Metrics. We measure performance with mean intersection over union (mIoU).
In each benchmark, we use the sampling strategies above to label n% of the
training set, with the rest (100− n)% being unlabelled.
Implementation details. In the range view, we use the FIDNet architec-
ture [65] with ResNet34 [19] backbone. The input range image has size 32×1920
for nuScenes [4] and 64×2048 for SemanticKITTI [2] and ScirbbleKITTI [52], fol-
lowing [27]. In the voxel representation, we use the Cylinder3D architecture [66],
where we fix the intermediate layer at 16 dimensions with smaller resolution as
specified in [27] for the uniform sampling experiments to enable a fair compari-
son. For contrastive learning, we build a 3-layer projector [24,54]. The projector
outputs an embedding map with 64 channels, where we apply the temperature
factor τ = .1 in Eq. (8). See supplementary Sec. 3 and Sec. 7 for more details.

4.2 Results on Different Partition Protocols

Uniform sampling results. We first compare our method using the uniform
sampling benchmark [27] in Tab. 1, with the experimental setup from [27] (i.e.,
architecture, split ID and the resolution of input representations). Our frame-
work outperforms the previous SOTA Lasermix [27] by a large margin for almost
all partition protocols. For example, we observe ≈ 3.4% and ≈ 2.0% improve-
ments on average for range and voxel representations, respectively. Notably, we
highlight that our approach yields significant improvements for the 1% partition
protocol in the line-scribble dataset [52], providing 8.28% improvement in the
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Table 2: Partial & significant sampling results in the SemanticKITTI [2] bench-
mark. We compare with previous SOTA based on Cylinder3D [66] architecture, where
TTA denotes test time augmentation. † indicates that we re-implement results based
on the supported checkpoints from their GitHub – please see Supplementary Sec. 1 for
more details. Best results in each evaluation protocol are highlighted in red.

TTA Method
SemanticKITTI(par.)

Method
SemanticKITTI(sig.)

5% 10% 20% 40% 5% 10% 20% 40%

✗
GPC† [23] 39.9 45.9 55.7 57.1 lim3D [31] 56.8 59.6 60.5 61.4
IT2 (Ours) 43.4 48.1 56.5 60.9 IT2 (Ours) 60.3 63.3 64.0 64.8

✓
GPC† [23] 40.2 46.3 56.5 57.6 lim3D [31] 59.5 62.2 63.1 63.3
IT2 (Ours) 43.8 49.2 58.8 62.4 IT2 (Ours) 61.7 64.4 64.7 65.8

range image and 3.66% in the voxel representation.
Partial and significant sampling results. In Tab. 2, we compare our results
with GPC [23] and lim3D [31] in partial sampling (par.) and significant sampling
(sig.), based on both original performance and test time augmentation (TTA). In
the partial sampling protocol 7, our approach yields superior results across all
the labelled data situations for both with and without TTA. Notably, our results
surpass GPC [23] by 4.5% and 3.6% in the limited 5% labelled data condition,
demonstrating its good generalisation capability. In the significant sampling
results, our method also achieves better performance than lim3D [31] for all the
partition protocols. For example, our results are better than the previous SOTA
by about 2.2% and 1.6% in 10% and 20% labelled data with TTA, respectively.

4.3 Ablation Study

Improvements from our contributions. Table 3 presents our ablation study
on the nuScenes [4] and ScribbleKITTI [52] datasets across various partition pro-
tocols. We investigate the roles of the IT2 architecture, cross-distribution con-
trastive learning (Ctrs.), and representation-related data augmentation (Aug.).
The baseline utilises network perturbation through single representations [6]
from [27]. Our IT2 architecture results in improvements of approximately 4.1%
and 2.5% for the voxel representation in 10% labelled data for nuScenes [4]
and ScribbleKITTI [52], respectively. The Ctrs. further improves by ≈ 2.4% and
≈ 1.1% for range and voxel representations in both datasets in 10% labelled data.
Such enhancements show the effectiveness of our cross-distribution prototypes
and contrastive learning strategy. Furthermore, Aug. results in improvements of
2.2% and 1.4% for range and voxel representations in the ScribbleKITTI [52]
dataset for 10% labelled data, demonstrating the better generalisation brought
by the representation-specific data augmentation.
7 The original GPC paper [23] calculates the mIoU differently compared to common

practices [27, 31, 66]. The reported performance is based on the re-implementation
from the official supported checkpoints of their GitHub, where more details are in
Supplementary Sec. 1.
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Table 3: Ablation study in the nuScenes [4] and ScribbleKITTI [52] datasets via
uniform sampling. IT2 represents our architecture, Ctrs. denotes our cross-distribution
contrastive learning and Aug. is our representation-specific data augmentation. The
yellow rows denote our single representation baseline with CPS [6] from [27].

Repr. IT2 Ctrs. Aug.
nuScenes [4] ScribbleKITTI [52]

10% 20% 50% 10% 20% 50%
✗ ✗ ✗ 60.8 64.9 68.0 50.0 52.8 54.6
✓ ✗ ✗ 67.3 (6.5↑) 70.8 (5.9↑) 72.6 (4.6↑) 53.2 (3.2↑) 55.0 (2.2↑) 56.2 (1.6↑)

✓ ✓ ✗ 70.3 (9.5↑) 72.6 (7.7↑) 73.5 (5.5↑) 54.9 (4.9↑) 56.1 (3.3↑) 57.2 (2.6↑)R
an

ge

✓ ✓ ✓ 71.3 (10.5↑) 73.4 (8.5↑) 74.0 (6.0↑) 57.1 (7.1↑) 57.3 (4.5↑) 58.6 (4.0↑)

✗ ✗ ✗ 66.3 70.0 72.5 51.8 53.9 54.8
✓ ✗ ✗ 70.4 (4.1↑) 71.9 (1.9↑) 73.1 (0.6↑) 54.3 (2.5↑) 55.6 (2.7↑) 56.6 (1.8↑)

✓ ✓ ✗ 71.6 (5.3↑) 72.9 (2.9↑) 73.9 (1.4↑) 55.3 (3.5↑) 56.5 (3.6↑) 57.6 (2.8↑)V
ox

el

✓ ✓ ✓ 72.1 (5.8↑) 73.6 (3.6↑) 74.1 (1.6↑) 56.7 (4.9↑) 57.5 (4.6↑) 58.3 (3.5↑)

0.05 0.07 0.10 0.15
70.0

70.5

71.0

71.5

72.0

72.5

m
Io

U
 (

%
)

range
voxel

Fig. 3: Ablation study of temperature
value τ from Eq. (8) in nuScenes [4] dataset
under 10% labelled partition protocol.

Table 4: Contrastive Learning study in
nuScenes [4], where ContrasSeg [54] is re-
implemented from the SOTA image (pixel-
level) semantic segmentation.

Method Repr.
nuScenes [4]

10% 20%

ContrasSeg [54]
range 70.3 72.3
voxel 71.2 72.8

Ours
range 71.3 (1.0↑) 73.4 (1.1↑)

voxel 72.1 (0.9↑) 73.6 (0.8↑)

Cross-distribution contrastive learning. We investigate the impact of the
hyperparameter τ from Eq. (8) in Fig. 3 using the 10% labelled protocol on
the nuScenes [4] dataset. Our observations indicate that τ = 0.10 yields the
best results, so we fix this value for all experiments. In Tab. 4, we compare our
approach with our re-implementation of the label-guided pixel-wise contrastive
learning [54] based on our IT2 architecture with different ratio of labelled data,
where our method shows ≈ 1% improvement for both representations, demon-
strating the effectiveness of our proposed cross-distribution contrastive learning.
Representation-specific augmentation. In Fig. 4, we have demonstrated the
augmentation results for each representation in the ScribbleKITTI [52] dataset,
where ’multi’ denotes multi-box [63], and ’1-inc’ represents single inclination
setups [27]. In our framework, one representation’s results rely on the other’s
generalisation. For instance, ’(multi) CutMix’ reaches 57.1% mIoU with ’(1-inc)
LaserMix,’ improving by 0.5% compared to the results with ’LaserMix.’ Mean-
while, ’(multi) CutMix’ combined with ’(1-inc) LaserMix’ improves by 1.3% in
the range and 0.7% in voxel representations compared to LaserMix [27], high-
lighting the improved generalisation benefits from our augmentation.
Ablation study for other representations. In Tab. 5, we conduct abla-
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mIoU (%)
range
voxelw/o aug.

LaserMix

(multi) CutMix
LaserMix

(multi) CutMix
(1-inc) LaserMix

54.9
55.3

55.8
56.0

56.6
56.2

57.1
56.7

Fig. 4: Ablation study for the repr.-specific
augmentations in ScribbleKITTI [52] with
10% labelled data, where ’multi’ is multi-
boxes and ’1-inc’ is single inclination.

Table 5: Ablation study for the bird’s eye
view (BEV) experiment in the nuScenes [4],
where results are from PolarNet [64]. The
baseline rely on single view [6], followed
by BEV with range image or voxel grid.

Repr.
BEV (PolarNet [64])

10% 20% 50%
sup. 58.5 63.9 68.4

w/ bev 62.4 (3.9↑) 66.7 (2.8↑) 70.0 (1.6↑)

w/ range 64.8 (6.3↑) 67.9 (4.0↑) 70.6 (2.2↑)

w/ voxel 66.3 (7.8↑) 69.1 (5.2↑) 71.6 (3.2↑)

(a) Ground truth (b) MT [50] (c) LaserMix [27] (d) Ours

Fig. 5: Error maps visualised from LiDAR points (top) and range view (bottom) in
2 examples of the nuScenes [4] dataset. The correct predictions are in green and the
mistakes are highlighted in red.

tion studies with an additional representation, the Bird’s Eye View (BEV), on
the nuScenes [4] dataset, where all the results in the table are based on Po-
larNet [64]. We re-implement the supervised results and single representation
supervision [6] in the first and second rows, respectively. We emphasize that
employing peer representations can significantly enhance performance compared
to the single-representation baseline [6]. For instance, under the 10% labelled
partition protocol, employing BEV (based on PolarNet [64]) with the range im-
age (based on FidNet [65]) and with the voxel grid (based on Cylinder3D [66])
lead to improvements of 2.4% and 3.9% in mIoU, respectively.
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(a) w/o Contras. (b) ContrasSeg [54] (c) Ours

Fig. 6: T-SNE visualisation for the pixel- (and voxel-) wise latent embedding features
in the nuScenes [4] dataset. The features and indicate range and voxel repre-
sentations and they are colored according to the category label.

4.4 Visualisation

Visualisation of prediction error maps. We compare the error maps from
predictions in Fig. 5, including Mean Teacher [50] (2nd column), LaserMix [27]
(3rd column) and ours (last column). The visualisations show the bird’s eye
view’s output in the first row, followed by the range view results in the second
row. Notably, our method’s prediction demonstrates a superior qualitative re-
sult, exhibiting fewer mistaken predictions (highlighted in red) and more correct
predictions (marked in green) for both views.
T-SNE visualisation of the latent features. Figure 6 displays the latent
embedding distribution from the nuScenes [4] dataset. Fig. 6a shows the results
without contrastive learning, Fig. 6b displays the results based on the label-
guided contrastive learning [54], and our prototypical contrastive learning is in
Fig. 6c. The samples denoted by and indicate the latent embeddings
from range and voxel models, respectively, where different colours represent the
classes. Fig. 6a displays an unstructured latent representation due to the ab-
sence of contrastive learning, but Fig. 6b successfully clusters class embeddings
from to the same modalities (e.g., { , } and { , }), yet it fails to capture
the semantic relationships between different modalities within the same category.
Our method, depicted in Fig. 6c, successfully clusters embeddings from the same
class and different modalities { , }, enabling a more effective distribution of
embeddings for subsequent segmentation.

5 Conclusion

In this study, we introduced the novel semi-supervised LiDAR semantic segmen-
tation method ItTakesTwo (IT2). IT2 improves generalisation with consistent
predictions from peer LiDAR representations, and it also introduces a more ef-
fective contrastive learning using informative embeddings sampled from a learned
distribution of positives and negatives. Finally, through experimental studies, we
identify an efficient way to apply data augmentation to each representation. Our
approach achieves best results across various benchmarks under all partition
protocols, demonstrating its effectiveness.
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