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Abstract. We introduce a new method for learning a generative model
of articulated 3D animal motions from raw, unlabeled online videos. Un-
like existing approaches for 3D motion synthesis, our model requires no
pose annotations or parametric shape models for training; it learns purely
from a collection of unlabeled web video clips, leveraging semantic corre-
spondences distilled from self-supervised image features. At the core of
our method is a video Photo-Geometric Auto-Encoding framework that
decomposes each training video clip into a set of explicit geometric and
photometric representations, including a rest-pose 3D shape, an articu-
lated pose sequence, and texture, with the objective of re-rendering the
input video via a differentiable renderer. This decomposition allows us to
learn a generative model over the underlying articulated pose sequences
akin to a Variational Auto-Encoding (VAE) formulation, but without
requiring any external pose annotations. At inference time, we can gen-
erate new motion sequences by sampling from the learned motion VAE,
and create plausible 4D animations of an animal automatically within
seconds given a single input image.

Keywords: 3D animal motion · 4D generation · Unsupervised learning

1 Introduction

We share the planet with a wide variety of lively animals. Similarly to humans,
they navigate and interact with the physical world, demonstrating various so-
phisticated motion patterns. In fact, the first film in history, “The Horse in
Motion,” was a sequence of photographs that captured a galloping horse, cre-
ated by Eadweard Muybridge in 1887 [50]. Films capture only sequences of 2D
projections of 3D animal movements. Further modeling dynamic animals in 3D
is not only useful for numerous mixed reality and content creation applications,
but also provides computational tools for biologists to study animal behaviors.

While a lot of efforts have been invested in capturing and modeling 3D human
motions using computer vision techniques, significantly less attention has been
paid to animals. Existing learning-based approaches require an extensive amount
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Fig. 1: Learning 3D Animal Motions from Unlabeled Online Videos. Given
a collection of monocular videos of an animal category sourced from the Internet as
training data, our method learns a generative model of the articulated 3D motions
together with a monocular 3D reconstruction model, without relying on any shape
templates or pose annotations. At inference time, the model generates new 3D motion
sequences and turns a single test image in 4D animations fully automatically.

of 3D scans [48, 61, 62], parametric shape models [9, 32, 34, 59, 92], multi-view
videos [20,25,44], or geometric annotations, such as keypoints [22,23,26,57–59,
67], as supervision for training. Collecting large-scale 3D training data involves
specialized capture devices and intensive labor, which can only be justified for
specific objects, like humans, that are of utmost value in applications.

In this work, we would like to learn a generative model of the 3D motions
of an animal category, which will allow us to sample new 3D motion sequences
and generate 4D animations fully automatically within seconds in a feedforward
fashion. Crucially, unlike existing 3D motion synthesis approaches on human
bodies [22,26,31,57,58,83,95], we do not rely on explicit manual supervision for
training, such as keypoints or template shapes. Instead, we propose to learn this
3D motion generative model purely from raw, unlabeled videos sourced from the
Internet. This task is also different from video synthesis methods [11,65,76] that
operate purely on 2D images. We would like to obtain an explicit 3D motion
representation, in the form of a 3D mesh and a sequence of articulated 3D
poses, which can easily facilitate downstream applications, including fine-grained
controllable 3D animation and motion pattern analysis.

Learning 3D motions from unstructured online video collections is an ex-
tremely ill-posed task, as each video clip depicts only a short sequence of 2D
projections of a unique 4D instance, with unique shape, appearance, motion, and
viewpoint that are not assumed to reappear in another clip. This task, there-
fore, requires registering these unique video clips in a single canonical 3D model
to learn a distribution of the underlying 3D motions of the animals. To address
this challenge, we take advantage of recent advancements in self-supervised image
representation learning [12], and distill semantic correspondences across different
instances from self-supervised image features produced by a pre-trained DINO-
ViT [12]. Furthermore, we assume a coarse description of the motion skeleton
of the animal, e.g., “quadruped,” which effectively constrains the space of defor-
mation akin to Non-Rigid Structure-from-Motion [10] and provides a succinct
representation for modeling the 3D motion.

Building on top of these insights, we design a video Photo-Geometric Auto-
Encoding framework for learning 3D motion generative models from unlabeled
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videos. At its core is a spatio-temporal transformer that automatically decom-
poses a video clip into a set of geometric and photometric factors, including a
rest-pose 3D mesh, appearance, viewpoint, and a motion latent code that encap-
sulates the 3D motion of the instance. This motion latent code is then decoded
into a sequence of articulated 3D poses, which are used to animate the rest-
pose mesh and re-render a 2D video clip using a differentiable renderer. This
allows us to train the entire model end-to-end like a “Variational Auto-Encoder”
(VAE) over the space of articulated 3D motions, using only 2D image recon-
struction losses on the RGB frames, DINO features, and object masks, with
pseudo-ground-truth masks obtained from off-the-shelf detectors [37].

At inference time, we can generate new 3D motion sequences by sampling
from the motion VAE latent space. If further given a single image of an animal,
our model can reconstruct its articulated 3D shape and appearance in a feed-
forward fashion, and generate 4D animations fully automatically within seconds.

To summarize, this paper makes several contributions:
– We propose a new method for learning a generative model of articulated 3D

animal motions from unlabeled Internet videos, without any shape templates
or pose annotations;

– We design a spatio-temporal transformer architecture that effectively ex-
tracts motion information from input video clips into a latent VAE;

– At inference time, the model generates diverse 3D motion sequences and
turns a single image into 4D animations automatically in seconds;

2 Related Work
Learning 3D Animals from Image Collections. While modeling dynamic
3D objects traditionally requires motion capture markers or simultaneous multi-
view captures [1,17,24], recent learning-based approaches have demonstrated the
possibility of learning 3D deformable models simply from raw single-view image
collections [33,43,47,68,78,80,90,91]. Most of these methods require additional
geometric supervision besides object masks for training, such as keypoint [33,42]
and viewpoint annotations [18,54,66], template shapes [21,38,39], semantic cor-
respondences [30, 43, 78, 89, 90], and strong geometric assumptions like symme-
tries [79–81] and viewpoint distributions [14, 15, 52, 53, 63, 71, 72]. Among these,
MagicPony [78] demonstrates impressive results in learning articulated 3D ani-
mals, such as horses, using only single-view images with object masks and self-
supervised image features as training supervision. However, it reconstructs static
images individually, ignoring the dynamic motions of the underlying 3D animals
underneath those images. In this work, we focus on learning a generative model
of 3D animal motions from videos instead of independent images.
Deformable Shapes from Monocular Videos. Reconstructing deformable
shapes from monocular videos is a long-standing problem in computer vision.
Early approaches with Non-Rigid Structure from Motion (NRSfM) reconstruct
deformable shapes from 2D correspondences, by incorporating heavy constraints
on the motion patterns [3, 10, 13, 16, 82]. DynamicFusion [51] further integrates
additional depth information from depth sensors. NRSfM pipelines have recently
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been revived with neural representations. In particular, LASR [84] and its follow-
ups [81, 85–87] optimize deformable 3D shapes over a small set of monocular
videos, leveraging 2D optical flows in a heavily engineered optimization proce-
dure. DOVE [77] proposes a learning-based framework that learns a category-
specific single-image 3D reconstruction model from a monocular video collection.
Despite using video data for training, none of these approaches explicitly model
the generative distribution of temporal motions of the objects.

Motion Analysis and Synthesis. Modeling motion patterns of dynamic ob-
jects has important applications for both behavior analysis and content genera-
tion, and is instrumental to our visual perception system [6]. Computational
techniques have been used for decades to study and synthesize human mo-
tions [7, 56, 74]. In particular, recent works have explored learning generative
models for 3D human motions [2, 22, 26, 35, 45, 49, 57, 58, 67], leveraging para-
metric human shape models, like SMPL [48], and large-scale human pose an-
notations [5, 29]. In comparison, much less effort is invested in modeling animal
motions. Huang et al . [27] proposes a hierarchical motion learning framework for
animals, but requires costly motion capture data and hardly generalizes to ani-
mals in the wild. To sidestep the collection of 3D data, BKinD [70] introduces a
self-supervised method for discovering and tracking keypoints from videos, but is
limited to a 2D representation. Such 2D keypoints could be lifted to 3D [35,69],
but this requires multi-view videos or ground-truth keypoints for training. Un-
like these prior works, our motion learning framework does not require any pose
annotations or multi-view videos for training, and is trained simply using raw
monocular online videos. Recent success of image diffusion models has also led
to promising generic 4D generation models [8, 46, 60, 93, 94]. However, the 3D
motions generated by these models are still very limited in terms of quality and
diversity, as shown in the comparisons in Section 4.2.

3 Method
Given a collection of raw video clips of an animal category, such as horses, our
goal is to learn a generative model of its articulated 3D motions. This allows us
to sample 3D motion sequences from a learned latent space, and generate 4D
animations of a new animal instance automatically given only a single 2D image
at test time. We train this model simply on raw online videos without relying on
any external pose annotations. To do so, we design a video photo-geometric auto-
encoding framework that decomposes each training video clip into a rest-pose 3D
mesh, appearance, camera viewpoint as well as a sequence articulated 3D poses.
This allows us to learn a generative model over the underlying articulated 3D
pose sequences akin to a motion “Variational Auto-Encoder”, but simply using
the objective of re-rendering the input frames with a differentiable renderer.
Figure 2 gives an overview of the training pipeline.

3.1 Modeling Articulated 3D Animal Motions
Each video clip records a 2D image sequence {It}Tt=1 of the underlying 3D an-
imal motion from one camera trajectory. Since the dataset is obtained from
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Fig. 2: Training Pipeline. Our method learns a generative model of articulated 3D
motion sequences from a collection of unlabeled monocular videos. During training,
the model encodes an input video sequence I1:T into a latent code z in the motion
VAE, and decodes from it a sequence of articulated 3D poses ξ̂1:T . This pose sequence
is used animate the reconstructed 3D shape, allowing the full pipeline to be trained
simply using image reconstruction losses with unsupervised image features and object
masks obtained from off-the-shelf models, without any external pose annotations.

casually-recorded Internet videos, these training clips have diverse unique motion
sequences. In order to learn the distribution of the underlying animal motions
from such unstructured video collections, we first need to devise a 3D represen-
tation that registers these dynamic 2D sequences onto a canonical 3D model,
factoring out the 3D motion of each video instance.

Drawing inspiration from prior work on 3D human motion synthesis [31, 48,
83,95], we leverage a category-specific skinned model to represent the deformable
3D shape of the animals, and further learn the motion distribution over the
articulations of its underlying skeleton. To this end, we follow MagicPony [78]
and assume a coarse description of the skeleton, e.g., “quadruped”.

Specifically, we represent the category-specific base 3D shape using a Signed
Distance Function (SDF) parametrized by a coordinate Multi-Layer Perceptron
(MLP), and extract an explicit mesh on the fly using Differentiable Marching
Tetrahedron (DMTet) [64]. Let Vbase ∈ RK×3 denote the list of K vertices,
and the triangle faces are given by the triplets F ⊂ {1, . . . ,K}3. To model the
slight shape variation of each animal instance in the canonical pose, we further
learn an image-conditioned deformation field f∆V parametrized by another MLP
that predicts small deformations of each vertex ∆Vins,i = f∆V (Vbase,i, ϕ), where
ϕ = fϕ(I) is a feature vector obtained from an image I using a pre-trained DINO-
ViT [12], and i ∈ {1, · · · ,K} denotes the vertex index. Both base shape Vbase
and the instance deformation ∆Vins are enforced to be bilaterally symmetric
about yz-plane by mirroring the query locations in the underlying MLPs.

To account for the temporal motions driven by the underlying bone structure,
we then instantiate a quadrupedal skeleton in this instance shape using a simple
heuristic: a chain of bones going through the two farthest end points along z-
axis, and four legs branching out from the body bone to the lowest point in
each xz-quadrant. The motion sequence is thus parametrized by a sequence of
articulated poses ξ = {ξt}Tt=1, where each pose ξt at a timestamp t consists
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of a rigid pose ξt,1 ∈ SE(3) w.r.t. an identity camera pose and the rotation
ξt,b ∈ SO(3) of each bone b = 2, ..., B in the skeleton. These articulated poses are
applied to the instance mesh Vins to obtain the final posed shape sequence using
the widely-used linear blend skinning g(Vins, ξt) [48]. More details are included
in the supplementary material.

The appearance of the instance is modeled using a texture field parametrized
by an MLP fa(x, ϕ) ∈ [0, 1]3 where x is a 3D location. We then render the posed
mesh sequence into a sequence of RGB images using deferred mesh rendering [78],
querying fa at the corresponding 3D locations of the pixels after rasterization.

In the following, we explain the learning formulation to learn the individual
components, including Vbase, f∆V , fa, and most importantly, a generative model
fξ over the motion sequences ξ, purely from an unstructured video collection
without external pose annotations.

3.2 Video Photo-Geometric Auto-Encoding
Unlike human motion synthesis, we do not have access to large-scale, high-quality
3D captures or pose annotations for most animal species. Hence, we must instead
learn from raw Internet videos, which poses significant challenges. To this end,
we design a video Photo-Geometric Auto-Encoding framework that deconstructs
each training clip into the explicit photometric and geometric factors described
in Section 3.1, and train the entire pipeline using the objective of re-rendering the
video. At the center of this video auto-encoding pipeline is a generative model of
articulated motion sequences, akin to a “Variational Auto-Encoder” (VAE), but
learned purely from raw RGB frames. This is very different from simply training
a conventional VAE directly in the pose sequence space, which would require
explicit pose annotations in the first place.

Video Encoding. To predict the instance shape deformation ∆Vins and ap-
pearance of the object, we extract a feature vector ϕt for each frame of the video
using a pre-trained DINO-ViT [12] with frozen weights, as mentioned previously.
We assume the instance shape and appearance remain the same throughout the
video, and hence take the average image features across all frames, denoted as
ϕ̄, when querying the MLPs, f∆V and fa.

In order to extract the motion information more effectively from the input
video clip, we design a pair of spatial and temporal transformer-based motion
encoders, Es and Et, that aggregate a set of bone-specific local features first
spatially across each frame and then temporally across the entire sequence, even-
tually obtaining the distribution parameters µ̂ and Σ̂ of the motion latent VAE.

Specifically, given each frame It in the input clip, we first construct a bone-
specific feature descriptor νt,b = (ϕt, Φt(ut,b), b,Jb,ut,b) for each bone b = 2, ..., B
and each timestamp t. Here, ϕt denotes the same global image feature as be-
fore. Jb denotes the 3D location of the center of the bone b at rest-pose, which
projects to the pixel location ut,b in the image space, given the rigid pose ξ̂t,1
predicted separately. In addition to the global feature ϕt, we also sample an aux-
iliary bone-specific local feature vector Φt(ut,b) from the DINO-ViT key token
map Φt at the projected pixel location ut,b.
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The spatial transformer encoder Es then fuses these bone-specific feature
descriptors {νt,b}Bb=2 into a single feature vector νt,∗ summarizing the articulated
pose of the animal in each frame t:

νt,∗ = Es(νt,2, · · · , νt,B). (1)

In practice, we prepend a learnable token to the list of descriptors, and take the
first output token of the transformer as the pose feature νt,∗. We call this Es
a spatial transformer as it extracts the spatial geometric features in each input
frame that capture the pose information, conditioned on the given skeleton.

Next, we design a second temporal transformer encoder Et, inspired by [57],
which operates along the temporal dimension and maps the entire sequence of
pose features {νt,∗}Tt=1 into the motion latent space. Similarly to the Es, Et fuses
the pose feature sequence to predict the VAE distribution parameters:

(µ̂, Σ̂) = Et(ν1,∗, · · · , νT,∗). (2)

Using the reparametrization trick [36], we then sample a latent code from the
Gaussian distribution z ∼ N (µ̂, Σ̂), which will be decoded into a sequence of
articulated poses {ξ̂t}Tt=1 characterizing the 3D motion of the animal in the clip.

Motion Decoding. Symmetric to the motion encoders, the motion decoder
also consists of a temporal decoder Dt that first decodes z into a sequence of
pose features {zt}Tt=1, and a spatial decoder Ds that further decodes each pose
feature zt to a set of bone rotations {ξ̂t,b}Bb=2.

Specifically, we query the temporal transformer decoder Dt with a sequence
of timestamps T , and use z as both the key token and the value token to obtain
a sequence of pose features:

(z1, · · · , zT ) = Dt(T , z), T = (1, · · · , T ). (3)

Similarly, given each pose feature zt, we then query the spatial transformer
decoder Ds with a sequence of bone indices B to produce the bone rotations:

(ξ̂t,2, · · · , ξ̂t,B) = Ds(B, zt), B = (2, · · · , B). (4)

In practice, the rigid pose ξ̂t,1 is predicted by a separate network and is not
modeled by this motion VAE, since it is entangled with arbitrary camera motions
that are difficult to disentangle in dynamic scenes.

We then deform the predicted instance mesh V̂ins using these articulated
pose sequence {ξ̂t}Tt=1 with the skinning equation V̂t = g(V̂ins, ξ̂t), and render
the RGB frames {Ît}Tt=1 and masks {M̂t}Tt=1 using a differentiable renderer [41].

3.3 Learning Formulation

Video Re-rendering Losses. We train the entire model by minimizing the
reconstruction losses on the object masks M̂t and RGB frames Ît:

Lm,t = ∥M̂t −Mt∥22 + λdt∥M̂t ⊙ dt(Mt)∥1, Lim,t = ∥M̃t ⊙ (Ît − It)∥1, (5)
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where distance transform dt(·) is used in the second term of the mask loss with a
weight λdt for more effective gradients [33,78,79], and ⊙ denotes the Hadamard
product. The RGB loss is only computed inside the intersection of the predicted
and ground-truth masks M̃t = M̂t ⊙Mt. To exploit the temporal consistency of
the motion in the videos, we further enforce a temporal smoothness constraint
between the predicted poses ξ̂t of consecutive frames: Rtemp =

∑T
t=2 ∥ξ̂t−ξ̂t−1∥22.

We also inherit the multi-hypothesis viewpoint prediction mechanism with the
hypothesis loss Lhyp and the shape regularizers Rshape = λEikREik + λartRart +
λdefRdef [78] with balancing weights λ’s, which include the Eikonal constraint
REik on the SDF MLP for the base shape, and magnitude regularizers Rart on
the bone rotations ξ̂2:B and Rdef on the vertex deformations ∆Vins.

Semantic Correspondences. Instead of relying on external pose annotations
or prior shape models to learn the 3D model from monocular videos, we seek
a much cheaper alternative solution for establishing correspondences across dif-
ferent instances. We distill semantic correspondences from self-supervised image
features, such as DINO [12]. As shown in prior work [4, 78, 90], after a simple
PCA reduction, these image features reveal robust part-level correspondences
across different instances with varying poses and appearance. To exploit these
correspondences, we additionally optimize a feature field in the canonical space
using a coordinate MLP ψ(x) ∈ RD, which is rendered into an 2D feature image
Φ̂t ∈ RD×H×W given the posed mesh V̂t, with the same procedure as rendering
the appearance of the object described above. We then encourage this rendered
feature map Φ̂t to match the feature map Φ′

t pre-extracted from the input frame
It using DINO-ViT with PCA reduction: Lfeat,t = ∥M̃t⊙(Φ̂t−Φ′

t)∥22. Intuitively,
this enforces the model to establish correspondences across all training video in-
stances through the same canonical feature field, hence disentangling the shape
and pose in each monocular frame.

Motion VAE. Similarly to the conventional VAE, we also minimize the Kull-
back–Leibler (KL) divergence between the learned motion latent distribution
and a standard Gaussian distribution:

LKL =
∑
i

−1

2

(
log σi − σi − µ2

i + 1
)
, (6)

where µi and σ2
i are elements of the predicted distribution parameters µ̂ and Σ̂.

Training Schedule. As learning 3D articulated motions from unstructured
video clips without labels is extremely ill-posed, we devise a two-stage schedule
for robust and efficient training. In the first stage, we pre-train the monocular 3D
reconstruction model using a single-image pose predictor ξ̃t = f sin

ξ (ϕt). Inspired
by but unlike [78], we train this model to re-render entire video clips with the
temporal smoothness constraint Rtemp and temporal feature averaging ϕ̄, rather
than independent images. The total loss in the first stage is given by:

Lvid =

T∑
t=1

(Lrecon,t + λhLhyp,t + λsRshape,t) + λtRtemp, (7)



Ponymation 9

Table 1: Statistics of the AnimalMotion Dataset. We collect a new animal video
dataset containing a total of 82.6k frames for 4 different animal species.

Category # Sequences Total Length # Frames

Horse 640 28’09” 50,682
Zebra 47 5’27” 9,822
Giraffe 60 4’52” 8,768
Cow 69 7’25” 13,359

Total 816 45’54” 82,631

where Lrecon,t = Lim,t+λmLm,t+λfLfeat,t summarizes the reconstruction losses
on each frame. After this stage, we obtain an accurate monocular 3D reconstruc-
tion model, which outperforms the baseline [78] as shown in Table 4, largely ow-
ing to the training on videos instead of independent images. More importantly,
the model has now learned a reasonable space of articulated poses, on top of
which learning a motion generative model is much more efficient.

In the second stage, we replace the monocular pose predictor f sin
ξ with the

spatio-temporal transformer-based motion VAE fξ detailed in Section 3.2, which
encodes the entire video clip and generates the entire sequence of articulated
poses at once. Empirically, training the motion VAE from scratch with an ex-
pensive rendering step in the loop is inefficient. To facilitate training efficiency,
we recycle pose predictions ξ̃t from the first stage to guide the predictions of
the VAE decoder ξ̂t using a teacher loss Lteacher =

∑T
t=1 ∥ξ̂t − ξ̃t∥22. The final

training objective for the second stage is thus:

L = Lvid + λKLLKL + λteacherLteacher. (8)

3D Motion Generation. During inference time, we can generate diverse 3D
motion sequences by sampling from the learned motion VAE latent space. Fur-
thermore, when given a single 2D image of a new animal instance unseen at
training, our model can reconstruct its 3D shape and appearance in a feed-
forward manner, and generate 4D animations fully automatically within a few
seconds, as illustrated in Figure 3.

4 Experiments

4.1 Experimental Setup
Datasets. To train our model, we collected an AnimalMotion dataset consist-
ing of video clips of several quadruped animal categories extracted from the Inter-
net. The statistics of the dataset are summarized in Table 1. As pre-processing,
we first detect and segment the animal instances in the videos using the off-
the-shelf segmentation model of PointRend [37]. To remove occlusion between
different instances, we calculated the extent of mask overlap in each frame and
exclude crops where two or more masks overlap with each other. We further
apply a smoothing kernel to the sequence of bounding boxes to avoid jittering.
The non-occluded instances are then cropped and resized to 256 × 256. The



10 K. Sun et al.

Input Image Generated 
3D Motion

Input Image Generated 
3D Motion

Input Image Generated 
3D Motion

Input Image Generated 
3D Motion

Input Image Generated 
3D Motion

Input Image Generated 
3D Motion

Fig. 3: 3D Motion Generation and Animation. During test time, our model
generates plausible 3D motion sequences by sampling from the learned motion VAE.
It can also reconstruct articulated 3D shapes from a single 2D image in feed-forward
fashion, and generate 4D animations fully automatically within seconds. Within each
gray box on the right, the first row shows textured animation, and the second row
visualizes the corresponding 3D shapes with the generated bone articulations.

original videos are all at 30fps. To ensure sufficient motion in each sequence, we
remove frames with minimal motion, measured by the magnitude of optical flows
within the instance mask estimated from RAFT [73]. To conduct quantitative
evaluations and comparisons, we also use PASCAL VOC [19] which contains
108 images of horses, and APT-36K [88] which contains 81 video clips of horses,
each consisting of 15 frames. Both datasets provide 2D keypoint annotations for
each animal in the image, allowing us to evaluate the geometric accuracy of the
reconstructed shapes and generated motions.

Implementation Details. The encoders and decoders of the motion VAE
model (Es, Et, Ds, Dt) from Section 3.2 are implemented as stacked trans-
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Fig. 4: 4D Generation Comparisons. We compare with 4D-fy [8], a recent text-to-
4D generation method distilling from 2D diffusion. Despite heavy prompt engineering
and a lengthy training time (12 hours), 4D-fy still fails to produce noticeable motion,
whereas our model generates diverse motion sequences in a feed-forward pass within a
few seconds, with much better 3D geometry.

formers [75] with 4 transformer blocks and a latent dimension of 256. We use
a sinusoidal function for positional encoding following [57]. For the remaining
architectures, we base our implementation on top of [78]. We train the model for
120 epochs for the first stage, which takes roughly 10 hours on 8 A6000 GPUs,
and another 180 epochs for the second stage, which takes another 48 hours. We
use a sequence length of T = 10 for training. During inference, we can generate
longer sequences by connecting multiple samples and optimizing transition la-
tent codes for smooth interpolation. For visualization, following prior work [78],
we finetune (only) the appearance network fa for 100 iterations on each test
image, taking less than 10 seconds, as the model struggles to predict detailed
texture in a single feedforward pass. More details are included in the sup. mat.

4.2 3D Motion Generation
Qualitative Results. After training, we can generate 3D motion sequences
by sampling the motion latent space VAE, and render 4D animations with the
textured mesh reconstructed from a single 2D image, as shown in Figure 3. It also
generalizes to horse-like artifacts, such as carousel horses, which the model has
never seen during training. The model can be trained on a wide range of animal
species besides horses, including giraffes, zebras and cows, capturing category-
specific prior distributions of 3D motions, as shown in Figure 5. Because the
datasets for these categories are limited in size and diversity, as in [78], in the first
stage of the training, we fine-tune from the model trained on horses. Additional
animation results are provided in the supplementary video.

Comparison with Existing Methods. Our method is the first to learn a
generative model of 3D animal motions from raw videos without pose anno-
tations or prior shape models. We compare with one of the most recent 4D
generative models, 4D-fy [8], which has publicly released code. Specifically, we



12 K. Sun et al.

Table 2: Quantitative Comparison with State-of-the-Art Motion Generative Models.

Motion Strength User Preference

4D-fy [8] 0.29 112 (17.0%)
Ponymation (Ours) 4.66 548 (83.0%)

provide the model with a list of prompts, which are enriched by ChatGPT [55]
from a list of basic prompts describing horse motions, such as “a horse is run-
ning/walking/jumping/eating”1. We generate 20 4D instances from 4D-fy, and
20 from our method (without text condition). Note that it takes 12 hours to
generate one 4D-fy instance on one GPU, whereas our model generates 4D an-
imations within a few seconds in a single forward pass. We first compute the
Motion Strength to assess the motion magnitude of the generated videos. We use
Flowformer [28] to estimate optical flow strengths between consecutive frames of
a generated video, and then compute the average of the largest 5% optical flows
as the Motion Strength. We present them in random pairs side by side to 33
participants, and ask them to select one that shows “a more plausible 3D horse
motion sequence”. As reported in Table 2, users preferred the 4D instances gener-
ated by our method over 4D-fy 83.0% of the time. We show a visual comparison
in Figure 4. Notably, 4D-fy produces nearly static animals without perceptible
motions despite heavy prompt engineering, whereas our method generates much
more plausible motion sequences.

Quantitative Evaluation. Further assessing the quality of the generated 3D
motions quantitatively is difficult due to the lack of (1) ground-truth measure-
ments of 3D animal motions, and (2) robust evaluation metrics for generative
models. To evaluate and compare different variants of our model, we design a new
metric, bi-directional Motion Chamfer Distance (MCD), computed between a
set of generated motion sequences projected to 2D image space and a set of
2D keypoint sequences annotated from videos in APT-36K [88]. Since the skele-
ton automatically discovered by our model is different from the 17 keypoints
annotated in APT-36K, we first perform 3D reconstruction on all the images
in APT-36K, and optimize a linear transformation that maps the 2D projec-
tions of the predicted 3D joints to the annotated 2D keypoints following [33].
To compute MCD, we generate 1, 400 random motion sequences by sampling
from the learned motion VAE, each consisting of 10 frames of 3D articulated
poses. We then project these generated 3D poses to 2D using the viewpoints
estimated from APT-36K, and apply the previously optimized transformation
to align with the annotated keypoints. For each annotated keypoint sequence in
the test set, we find the closest generated motion sequence measured by keypoint
MSE averaged across all frames, and vice versa for each generated sequence. We
then compute MCD based on the MSE between the closest sequence pairs. In
essence, MCD measures the fidelity of generated motions by comparing the sam-
pled distribution to that of the real motion sequences annotated from videos.
Table 3 compares the results of our final model with two ablated variants.
1 The full list of prompts are included in the supplementary material.
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Fig. 5: 3D Motion Generation Results on More Species. Our method can be
trained on various animal species, such as corws, zebras, and giraffes illustrated here.
The model learns to generate 3D motions and generate plausible motion sequences
specific to the animal species, such as the generated neck motion in the first example
which is more common in giraffes than others.

Table 3: Motion Chamfer Distance (MCD) on APT-36K [88] for Motion Generation
Evaluation. MP: Magicpony, AM: AnimalMotion dataset, TS: temporal smoothness.

Experiment MCD ↓

MP + VAE 38.77
MP + VAE + AM 38.12
MP + VAE + AM + TS (final) 38.03

4.3 Single-Image 3D Reconstruction

We also quantitatively evaluate the monocular 3D reconstruction results of our
model and compare with existing methods [39, 40, 43, 78]. For this purpose, we
use PASCAL [19], a widely used benchmarking dataset for 3D reconstruction, as
well as the aforementioned APT-36K [88] dataset, both of which come with 2D
keypoint annotations. We compute the commonly used keypoint transfer metric
measured by Percentage of Correct Keypoints (PCK) [33, 43, 78]. Specifically,
given a set of annotated visible 2D keypoints on a source image, we identify the
closest vertices on the reconstructed 3D mesh, and then project those 3D ver-
tices onto the target 2D image. We calculate the percentage of the re-projected
keypoints that land within a small distance from the annotated keypoints in
the target image. This margin is set to be 0.1 of the image size following prior
work [33,43,78]. Another commonly used metric is Mask Intersection over Union
(MIoU) between the rendered and ground-truth masks, which measures the re-
construction quality in terms of projected 2D silhouettes. In addition, since APT-
36K [88] provides keypoint annotations on video sequences, we also measure the
temporal consistency across the reconstructions along the video sequences using
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Table 4: Comparison of Monocular 3D Reconstruction Results with Different Methods
on PASCAL [19] and APT-36K [88]. Our method achieves superior reconstruction ac-
curacy compared to the existing methods, including the recent MagicPony baseline [78].

PASCAL [19] APT-36K [88]

Method PCK ↑ Mask IoU ↑ PCK ↑ Vel. Err. ↓

CSM [40] 31.2% - - -
UMR [43] 24.4% - - -
A-CSM [39] 32.9% - - -
MagicPony [78] 42.8% 64.1% 53.9% 57.3%
Ponymation (ours) 48.0% 71.8% 59.9% 49.1%

a Velocity Error, computed as 1
T

∑T
t=1 ∥δ̂t − δt∥/δt, where δ̂t and δt are the

keypoint displacements between consecutive frame for predicted and GT pose
sequences respectively. As the predicted poses are different from the GT key-
points, we use the same procedure described in Section 4.2 to optimize a linear
mapping from the predicted poses to the GT keypoints for each method.

The results are summarized in Table 4. The results of MagicPony [78] are
computed using the publicly released code and models, and the results of other
baselines are taken from A-CSM [39]. Our model outperforms all previous meth-
ods. In particular, compared to the MagicPony baseline, our model achieves
considerable improvement by learning from videos instead of individual images.

Additional ablation studies on the architecture design, discussions on limita-
tions and more visualizations are included the supplementary material.

5 Conclusions

We have presented a new method for learning generative models of articulated
3D animal motions from raw Internet videos, without relying on any pose annota-
tions or shape templates. To this end, we have proposed a video photo-geometric
auto-encoding framework that automatically learns to decompose RGB videos
into the underlying 3D shape, articulated motion, and object appearance, simply
with the objective of re-rendering the videos. At the core of this pipeline is a
transformer-based architecture that effectively extracts the temporal and spatial
structure of the video clip into a latent motion VAE, which enables sampling at
inference time to generate new 3D motion sequences. Experimental results show
that the proposed method learns a reasonable distribution of 3D animal motions
for several animal categories. This allows us to instantly turn a single 2D image
into 4D animations in a fully automatic fashion, enabling promising downstream
applications in game design and movie production.
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