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Fig. 1: By effectively merging independently trained style and content LoRAs, our
proposed method ZipLoRA is able to generate any user-provided subject in any user-
provided style, providing unprecedented control over personalized creations using dif-
fusion models.

Abstract. Methods for finetuning generative models for concept-driven
personalization generally achieve strong results for subject-driven or style-
driven generation. Recently, low-rank adaptations (LoRA) have been
proposed as a parameter-efficient way of achieving concept-driven per-
sonalization. While recent work explores the combination of separate
LoRAs to achieve joint generation of learned styles and subjects, exist-
ing techniques do not reliably address the problem, so that either sub-
ject fidelity or style fidelity are compromised. We propose ZipLoRA,
a method to cheaply and effectively merge independently trained style
and subject LoRAs in order to achieve generation of any user-provided
subject in any user-provided style. Experiments on a wide range of
subject and style combinations show that ZipLoRA can generate com-
pelling results with meaningful improvements over baselines in subject
and style fidelity while preserving the ability to recontextualize.
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1 Introduction

Recently, diffusion models [13,30,36] have allowed for impressive image genera-
tion quality with their excellent understanding of diverse artistic concepts and
enhanced controllability due to multi-modal conditioning support (with text be-
ing the most popular mode). The usability and flexibility of generative models
has further progressed with a wide variety of personalization approaches, such
as DreamBooth [31] and StyleDrop [35]. These approaches fine-tune a base dif-
fusion model on the images of a specific concept to produce novel renditions in
various contexts. Such concepts can be a specific object, person, or artistic style.

While personalization methods have been used for subjects and styles inde-
pendently, a key unsolved problem is to generate a specific user-provided subject
in a specific user-provided style. For example, an artist may wish to render a spe-
cific person in their personal style, learned through examples of their own work.
A user may wish to generate images of their child’s favorite plush toy, in the style
of the child’s watercolor paintings. Moreover, if this is achieved two problems
are simultaneously solved: (1) the task of representing any given subject in any
style, and (2) the problem of controlling diffusion models through images rather
than text, which can be imprecise and unsuitable for certain generation tasks.
Finally, we can imagine a large-scale application of such a tool, where a bank
of independently learned styles and subjects are shared and stored online. The
task of arbitrarily rendering any subject in any style is an open research problem
that we seek to address.

A pitfall of recent personalization methods is that many finetune all of the
parameters of a large base model, which can be costly. Parameter Efficient Fine-
Tuning (PEFT) approaches allow for fine-tuning models for concept-driven per-
sonalization with much lower memory and storage budgets. Among the various
PEFT approaches, Low Rank Adaptation (LoRA) [14] has emerged as a fa-
vored method for researchers and practitioners alike due to its versatility. LoRA
learns low-rank factorized weight matrices for the attention layers (these learned
weights are themselves commonly referred to as “LoRAs”). By combining LoRA
and algorithms such as DreamBooth [31], the learned subject-specific LoRA
weights enable the model to generate the subject with semantic variations.

With the growing popularity of LoRA personalization, there have been at-
tempts to merge LoRA weights, specifically by performing a linear combination
of subject and style LoRAs, with variable coefficients [32]. This allows for a con-
trol over the “strength” of each LoRA, and users sometimes are able, through
careful grid search and subjective human evaluation, to find a combination that
allows for accurate portrayal of the subject under the specific style. This method
lacks robustness across style and subject combinations, and is also incredibly
time consuming.

In this work, we propose ZipLoRA, a simple yet effective method to generate
any subject in any style by cheaply merging independently trained LoRAs for
subject and style. Note that since we aim to achieve custom stylization of a
given subject, we focus specifically on merging two LoRAs (one for subject and
one for style). Our approach works consistently on a wide variety of subject



ZipLoRA: Any Subject in Any Style by Effectively Merging LoRAs 3

and style LoRAs without enforcing any restriction on the way these are trained.
This allows users and artists to easily combine publicly available subject and
style LoRAs of their choice. ZipLoRA is hyperparameter-free, i.e. it does not
require manual tuning of any hyperparameters or merger weights.

Our approach is based on two important observations. (1) LoRA weights
for different layers ∆Wi (where i denotes the layer) are sparse. i.e., most of the
elements in ∆Wi have very small magnitude, and have little effect on gener-
ation quality and fidelity. (2) Columns of the weight matrices of two indepen-
dently trained LoRAs may have varying levels of “alignment” between each other,
as measured by cosine similarity, for example. We find that directly summing
columns that are highly aligned degrades performance of the merged model.

Based on these observations, we hypothesize that a method that operates
akin to a zipper, aiming to reduce the quantity of similar-direction sums while
preserving the content and style generation properties of the original LoRAs will
yield more robust, higher-quality merges. Much like a zipper seamlessly joins two
sides of a fabric, our proposed optimization-based approach finds a disjoint set
of merger coefficients for blending the subject and style LoRAs, ensuring that
the merge adeptly captures both subject and style. Our optimization process is
lightweight and significantly improves the merging performance on challenging
content-style combinations, where the two LoRAs are highly aligned.

While our approach is independent of the model architecture, we further ob-
serve that the recently released Stable Diffusion XL (SDXL) model [29] exhibits
strong style learning properties, comparable to results shown by StyleDrop [35]
on Muse [2]. Specifically, unlike previous versions of Stable Diffusion [30], SDXL
is able to learn styles using just a single exemplar image by following a Dream-
Booth protocol [31] without any human feedback. This property makes our
method particularly effective when applied to SDXL. We summarize our con-
tributions as follows:

– We demonstrate some key observations about current text-to-image diffusion
models and personalization methods, particularly in relation to style per-
sonalization. We further examine the sparsity of concept-personalized LoRA
weight matrix coefficients and the prevalence and deleterious effect of highly
aligned columns for LoRA matrices.

– Using these insights we propose ZipLoRA, a simple optimization method
that allows for effective merging of independently trained style and subject
LoRAs to allow for the generation of any subject in any style.

– We demonstrate the effectiveness of our approach on a variety of image
stylization tasks, including content-style transfer and recontextualization.
We also demonstrate that ZipLoRA outperforms existing methods of merging
LoRAs as well as other baseline approaches.

2 Related Work

Image Stylization. Image-based style transfer is an area of research dating
back at least 20 years [5, 12]. Great advances in arbitrary style transfer was
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achieved by the convolutional neural network-based approaches [9,15,17,24,28].
Generative models such as GANs [18–20] can also be used as a prior for image
stylization tasks [1,26,37]. Many recent GAN-based approaches achieve success-
ful one-shot stylizations [3,7,23,25,27,34,38,40–42] by fine-tuning a pre-trained
GAN for a given reference style. However, these methods are limited to images
from only a single domain (such as faces). Further, most existing GANs do not
provide any direct, text-based control over the semantics of the output, thus they
cannot produce the reference subject in novel contexts. Methods such as [8,16,22]
attempt to modulate the style of the content image using the text description,
however, they do not support a style reference image like our approach, and do
not provide re-contextualization capability. Compared to older generative mod-
els, diffusion models [13, 30, 36] offer superior generation quality and text-based
control; however, to date, it has been difficult to use them for one-shot stylization
driven by image examples. Ours is one of the first works demonstrating the use
of diffusion models for high-quality example-based stylization combined with an
ability to re-contextualize to diverse scenarios.

Fine-tuning of Diffusion Models for Custom Generation. In the evolving
field of text-to-image (T2I) model personalization, recent studies have introduced
various methods to fine-tune large-scale T2I diffusion models for depicting spe-
cific subjects based on textual descriptions. Techniques like Textual Inversion [6]
focus on learning text embeddings, while DreamBooth [31] fine-tunes the entire
T2I model for better subject representation. Later methods aim to optimize
specific parts of the networks [11, 21]. Additionally, techniques like LoRA [14]
and StyleDrop [35] concentrate on optimizing low-rank approximations and a
small subset of weights, respectively, for style personalization. DreamArtist [4]
introduces a novel one-shot personalization method using a positive-negative
prompt tuning strategy. While these fine-tuning approaches yield high-quality
results, they typically are limited to learning only one concept (either subject or
style). One exception is Custom Diffusion [21], which attempts to learn multi-
ple concepts simultaneously. However, Custom Diffusion requires expensive joint
training from scratch and still yields inferior results when used for stylization as
it fails to disentangle the style from the subject.

Combining LoRAs. Combining different LoRAs remain under-explored in the
literature particularly from the point of view of fusing style and the subject
concepts. Ryu [32] shows a method to combine independently trained LoRAs by
weighed arithmetic summation. In [10], authors discuss fusing multiple concept
LoRAs using gradient fusion strategy, however, it is an expensive method that
requires retraining the entire model. Further, since it uses a custom LoRA variant
referred to as ED-LoRA, it lacks the flexibility to combine freely available pre-
trained LoRAs. It also relies on regional prompting that uses different prompts
for different regions of the image – a trick that is unsuitable for subject-style
merge since the style cannot be localized to any one location in the image. A
concurrent work discusses a strategy to obtain Mixture of Experts by combining
multiple LoRAs using a gating function [39]. However, it focuses only on the
ability to generate the individual concepts separately, and does not consider the
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Fig. 2: Overview of ZipLoRA. Our method learns mixing coefficients for each col-
umn of ∆Wi for both style and subject LoRAs. It does so by (1) minimizing the
difference between subject/style images generated by the mixed LoRA and original
subject/style LoRA models, while (2) minimizing the cosine similarity between the
columns of content and style LoRAs. In essence, the zipped LoRA tries to conserve the
subject and style properties of each individual LoRA, while minimizing signal interfer-
ence of both LoRAs.

problem of combined generation, i.e. generating multiple different concepts (such
as object and style) together in a single image.

3 Methods

3.1 Background

Diffusion Models [13, 30, 36] are state-of-the-art generative models known for
their high-quality, photorealistic image synthesis. Their training comprises two
phases: a forward process, where an image transitions into a Gaussian noise
through incremental Gaussian noise addition, and a reverse process, reconstruct-
ing the original data from the noise. The reverse process is typically learnt using
an U-net with text conditioning support enabling text-to-image generation at
the time of inference. In our work, we focus on widely used latent diffusion
model [30] which learns the diffusion process in the latent space instead of image
space. In particular, we use Stable Diffusion XL v1 [29] for all our experiments.
LoRA Fine-tuning. LoRA (Low-Rank Adaptation) is a method for efficient
adaptation of Large Language and Vision Models to a new downstream task [14,
32]. The key concept of LoRA is that the weight updates ∆W to the base model
weights W0 ∈ Rm×n during fine-tuning have a “low intrinsic rank," thus the
update ∆W can be decomposed into two low-rank matrices B ∈ Rm×r and
A ∈ Rr×n for efficient parameterization with ∆W = BA. Here, r represents the
intrinsic rank of ∆W with r << min(m,n). During training, only A and B are
updated to find suitable ∆W = BA, while keeping W0 constant. For inference,
the updated weight matrix W can be obtained as W = W0 + BA. Due to its
efficiency, LoRA is widely used for fine-tuning open-sourced diffusion models.
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3.2 Problem Setup

In this work, we aim to produce accurate renditions of a custom object in a given
reference style by merging LoRA weights obtained by separately fine-tuning a
given text-to-image diffusion model on a few reference images of the object/style.

We start with a base diffusion model represented as D with pre-trained
weights W (i)

0 with i as layer index. One can adapt the base model D to any given
concept by simply adding the corresponding set of LoRA weights Lx{∆W

(i)
x } to

the model weights. We represent it as: DLx
= D ⊕ Lx = W0 +∆Wx. We drop

the superscript (i) for simplicity since our operations are applied over all the
LoRA-enabled weight matrices of our base model D.

We are given two independently trained set of LoRAs Lc = {∆W
(i)
c } and

Ls = {∆W
(i)
s } for our base model D, and we aim to find a merged LoRA Lm =

{∆W
(i)
m } = Merge(Lc, Ls) that can combine the effects of both the individual

LoRAs in order to stylize the given object in a desired reference style.
Direct Merge. LoRA is popularly used as a plug-and-play module on top of
the base model, thus a most common way to combine multiple LoRAs is a simple
linear combination [32]:

Lm = Lc + Ls =⇒ ∆Wm = wc ·∆Wc + ws ·∆Ws, (1)

where wc and ws are coefficients of content and style LoRAs, respectively, which
allow for a control over the “strength” of each LoRA. For a given subject and
style LoRA, one may be able to find a particular combination of wc and ws that
allows for accurate stylization through careful grid search and subjective human
evaluation, but this method is not robust and very time consuming. To this end,
we propose a hyperparameter-free approach that does not require this onerous
process.

3.3 ZipLoRA

Our approach builds on two interesting insights:
(1) LoRA update matrices are sparse. We observe that the update matrices
∆W for different LoRA layers are sparse, i.e., most of the elements in ∆W have
a magnitude very close to zero, and thus have little impact on the output of the
fine-tuned model. For each layer, we can sort all the elements by their magnitude
and zero out the lowest up to a certain percentile. We depict the distribution of
elements of ∆Wm×n

i in Fig. 3a, along with samples generated after zeroing out
80% and 90% of the lowest-magnitude elements of weight update matrix ∆W for
all the layers. As can be seen, the model performance is unaffected even when
90% of the elements are thrown away. This observation follows from the fact
that the rank of ∆W is very small by design, thus the information contained in
most columns of ∆W is redundant.
(2) Highly aligned LoRA weights merge poorly. Columns of the weight
matrices of two independently trained LoRAs may contain information that is
not disentangled, i.e., the cosine similarity between them can be non-zero. We
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Fig. 3: Key insights of our approach: (a) Most of the elements in ∆W have a mag-
nitude very close to zero, and can be conveniently thrown away without affecting the
generation quality of the fine-tuned model. (b) When LoRA weight columns are highly
aligned, a direct merge obtains subpar results. Instead, our approach minimizes the
mean cosine similarity between the columns of the LoRA updates across the layers.

observe that the extent of alignment between the columns of LoRA weights plays
a significant role in determining the quality of resulting merge: if we directly add
the columns with non-zero cosine similarity to each other, it leads to superim-
position of their information about the individual concepts, resulting in the loss
of the ability of the merged model to synthesize input concepts accurately. We
further observe that such loss of information is avoided when the columns are
orthogonal to each other with cosine similarity equal to zero.

Note that each weight matrix represents a linear transformation defined by its
columns, so it is intuitive that the merger would retain the information available
in these columns only when the columns that are being added are orthogonal to
each other. For most content-style LoRA pairs the cosine similarities are non-
zero, resulting in signal interference when they are added directly. In Fig. 3b we
show the mean cosine similarity values for each layer of the last U-net block for
a particular content-style pair before and after applying ZipLoRA. One can see
high non-zero cosine similarity values for the direct merge which results in poor
stylization quality. On the other hand, ZipLoRA reduces the similarity values
significantly to achieve a superior result.

To prevent signal interference during the merger, we multiply each column
with a learnable coefficient such that the orthogonality between the columns can
be achieved. The fact that LoRA updates are sparse allows us to neglect certain
columns from each LoRA, thus facilitating the task of minimizing interference.
As shown in Fig. 2, we introduce a set of merger coefficient vectors mc and ms

for each LoRA layer of the content and style LoRAs, respectively:

Lm = Merge(Lc, Ls,mc,ms)

=⇒ ∆Wm = mc ⊗∆Wc +ms ⊗Ws, (2)

where ⊗ represents element-wise multiplication between ∆W and broadcasted
merger coefficient vector m such that jth column of ∆W gets multiplied with
jth element of m. The dimensionalities of mc and ms are equal to the number
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of columns in corresponding ∆W , thus each element of the merger coefficient
vector represents the contribution of the corresponding column of the LoRA
matrix ∆W to the final merge.

Our ZipLoRA approach has two goals: (1) to minimize the interference be-
tween content and style LoRAs, defined by the cosine similarity between the
columns of content and style LoRAs while (2) conserving the capability of the
merged LoRA to generate the reference subject and style independently by mini-
mizing the difference between subject/style images generated by the mixed LoRA
and original subject/style LoRAs. To ensure that the columns that are merged
with each other minimize signal interference, our proposed loss seeks to minimize
the alignment between the merge vectors mc and ms of each layer. Meanwhile,
we wish to ensure that the original behavior of both the style and the content
LoRAs is preserved in the merged model. Therefore, as depicted in Fig. 2, we
formulate an optimization problem with following loss function:

Lmerge =∥(D ⊕ Lm)(xc, pc)− (D ⊕ Lc)(xc, pc)∥2
+∥(D ⊕ Lm)(xs, ps)− (D ⊕ Ls)(xs, ps)∥2
+λ

∑
i

|m(i)
c ·m(i)

s |, (3)

where the merged model Lm is calculated using mc and ms as per Eq. 2; (xc, xs)
and (pc, ps) are noisy latents and text conditioning prompts for content and
style references respectively, and λ is an appropriate multiplier for the cosine-
similarity loss term. Note that the first two terms ensure that the merged model
retains the ability to generate individual style and content, while the third term
enforces an orthogonality constraint between the columns of the individual LoRA
weights. Importantly, we keep the weights of the base model and the individual
LoRAs frozen, and update only the merger coefficient vectors. As seen in the
next section, such a simple optimization method is effective in producing strong
stylization of custom subjects. Further, ZipLoRA requires only 100 gradient
updates which is 10× lower compared to joint training approaches.

4 Experiments

Datasets. We choose a diverse set of content images from the DreamBooth
dataset [31], which provides 30 image sets each containing 4-5 images of a given
subject. Similarly, a diverse set of style reference images is selected from the data
provided by authors of StyleDrop [35]. We use only a single image for each style.
The attribution and licence information for all the content and style images used
are available in the DreamBooth and StyleDrop manuscripts/websites, and we
also include them in the supplementary material.
Experimental Setup. We perform all our experiments using the SDXL v1.0 [29]
base model. We use DreamBooth fine-tuning with LoRA of rank 64 for obtaining
all the style and content LoRAs. We update the LoRA weights using Adam op-
timizer for 1000 steps with batch size of 1 and learning rate of 0.00005. We keep
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Fig. 4: Style Learning using DreamBooth on SDXL. Top: SDXL model learns to
produce stylized outputs when fine-tuned on a single example of a reference style using
LoRA with a DreamBooth objective. Bottom: The stylizations produced by fine-tuned
SDXL model are superior to those of other models. Note that unlike StyleDrop, SDXL
DreamBooth fine-tuning does not require human feedback.

the text encoders of SDXL frozen during the LoRA fine-tuning. For ZipLoRA,
we use λ = 0.01 in Eq. 3 for all our experiments, and run the optimization until
cosine similarity drops to zero with a maximum number of gradient updates
set to 100. We plan to release the implementation of our method in future. To
obtain qualitative and quantitative comparisons with existing methods, we use
their official open-source implementations except for StyleDrop [35]. Since the
official code and the model for StyleDrop is not available publicly, we obtain its
results by contacting the authors.

4.1 Style-tuning behavior of SDXL model

As discussed in Sec. 3, we observe, surprisingly, that a pre-trained SDXL model
exhibits strong style learning when fine-tuned on only one reference style image.
We show style-tuning results on SDXL model in Fig. 4. For each reference im-
age, we apply LoRA fine-tuning of SDXL model using DreamBooth objective
with LoRA rank= 64. For fine-tuning, we follow a similar prompt formation as
provided in StyleDrop: “an <object> in the <style description> style". Once
fine-tuned, SDXL is able to represent diverse set of concepts in the reference
style by capturing the nuances of painting style, lighting, colors, and geometry
accurately. The question of why this model exhibits this strong style learning
performance, as opposed to the lesser performance of previous Stable Diffusion
versions [30] (or Imagen [33]) is left open and can have many answers including
training data, model architecture and training schemes.

We also provide comparisons with StyleDrop on Muse [2], DreamBooth on
Imagen, and DreamBooth on Stable Diffusion (SDv1.5) in Fig. 4. We observe



10 V. Shah et al.

that SDXL style-tuning performs significantly better than the competing meth-
ods. Note that StyleDrop requires iterative training with human feedback whereas
SDXL style-tuning does not. This behavior of SDXL makes it the perfect candi-
date for investigating the merging of style LoRAs with subject LoRAs to achieve
personalized stylizations. Thus, we choose to use it as a base model for all of our
experiments.

4.2 Personalized Stylizations

To start with, we obtain the style LoRAs following the style-tuning on SDXL
as described in Sec. 4.1, and obtain object LoRAs by applying DreamBooth
fine-tuning on the subject references. Fig. 1 and Fig. 5 show the results of our
approach for combining various style and content LoRAs. Our method succeeds
at both preserving the identity of the reference subject and capturing the unique
characteristics of the reference style.

We also present qualitative comparisons with other approaches in Fig. 5. As
a baseline, we compare with the direct arithmetic merge [32] obtained through
Eq. 1 with wc and ws set to 1. Such direct addition results in loss of information
captured in each LoRA and produces inferior results with distorted object and/or
style.

We additionally compare our method with joint training of subject and style
using a multi-subject variant of DreamBooth with multiple rare unique identi-
fiers. As shown, joint training fails to learn the disentanglement between object
and style and produces poor results. It also is the least flexible method since it
does not allow the use of pre-trained LoRAs, neither can it be used as a style-
only or content-only LoRA. Further, it requires 10× as many training steps as
ZipLoRA.

StyleDrop [35] proposes a StyleDrop+DreamBooth approach for achieving
personalized stylizations, where a StyleDrop method is applied on a Dream-
Booth model fine-tuned on the reference object. Our comparisons show that its
performance is not ideal, considering the high compute cost and human feedback
requirements. It also requires adjusting the object and style model weights wc

and ws similar to the direct merge in order to produce reasonable outputs, while
our method is free from any such hyperparameter tuning.

Further, we compare our method with recent multi-concept generation ap-
proaches Mix of Show [10] and Custom Diffusion [21]. Our results reveal that
both the methods perform inferior to ZipLoRA. Mix of show relies on region-
aware prompting that requires spatial disentanglement between the individual
concepts, thus performs poorly for subject-style merge since the style is usually
spread across the entire image. Moreover, it uses a custom LoRA model referred
as ED-LoRA thus requires training from scratch for each individual concept.
Custom Diffusion learns unique text tokens for each concept which does not
work reliably when it comes to combining a style with a subject.
Quantitative results. We conduct user studies for a quantitative comparison
of our method with existing approaches. In our study, each participant is shown
a reference subject and a reference style along with outputs of two methods being
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Fig. 5: Qualitative Comparison: We compare samples from our method (Ours),
versus direct arithmetic merge [32], joint training, StyleDrop with DreamBooth [35],
Mix of Show [10], and Custom Diffusion [21]. We observe that our method achieves
strong style and subject fidelity that surpasses competing methods. We provide addi-
tional results in Supplementary.
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Table 1: User Preference Study. We compare the user preference of accurate stylization and
subject fidelity between our approach and competing methods. Users generally prefer our approach.

% Preference for ZipLoRA over:

Direct Merge Joint Training StyleDrop+DreamBooth Mix of Show Custom Diffusion

82.7% 71.1% 68.0% 87.3% 88.1%

Table 2: Image-alignment and Text-alignment Scores. We compare cosine similarities be-
tween CLIP (for style and text) and DINO features (for subject) of the output and reference style,
subject, and prompt respectively. ZipLoRA provides superior subject and text fidelity while also
maintaining the style-alignment.

ZipLoRA Joint
Training

Direct
Merge

StyleDrop +
DreamBooth

Mix of
Show

Custom
Diffusion

Style-alignment 0.699 0.680 0.702 0.646 0.635 0.616
Subject-alignment 0.420 0.378 0.357 0.394 0.374 0.346
Text-alignment 0.303 0.296 0.275 0.263 0.251 0.262

compared, in a random order, and asked which output best depicts the reference
style while preserving the reference subject fidelity. We conducted separate user
studies for ZipLoRA vs. each of the five competing approaches, and received 360
responses across 45 users for each case. We show the results in Tab. 1. As we
can see, ZipLoRA receives higher user preference in all three cases owing to its
high-quality stylization while preserving subject integrity.
Following DreamBooth [31], we also provide comparisons using image-alignment
and text-alignment scores in Tab. 2. We employ three metrics: for style-alignment,
we use CLIP-I scores of image embeddings of output and the style reference; for
subject-alignment, we employ DINO features for the output and the reference
subject; and for text-alignment, we use CLIP-T embeddings of the output and
the text prompt. In all three cases, we use cosine-similarity as the metric and
calculate averages over 4 subjects in 8 styles each. ZipLoRA results in com-
petitive style-alignment scores as compared to joint training and direct merge,
while achieving significantly better scores for subject-alignment. This highlights
ZipLoRA’s superiority in maintaining the subject fidelity. ZipLoRA also out-
performs the existing methods in text-alignment, implying that it preserves the
text-to-image generation capability, and also expresses the designated style and

Fig. 6: Our method successfully re-contextualizes the reference subject while preserv-
ing the stylization in the given style.



ZipLoRA: Any Subject in Any Style by Effectively Merging LoRAs 13

watercolor painting[V] dog

[V] dog kid crayon drawing

[V] object in [S] Style

ws = 1.0 ws = 0.7 ws = 0.4

(a) Style Controllability of ZipLoRA (b) Retention of the individual concepts

Fig. 7: (a) Our method works out-of-the-box at achieving good subject and style
personalization. Nevertheless, varying the merging weights ws allows for controlling the
extent of stylization. (b) Our method does not lose the ability to generate individual
concepts, unlike the direct merge approach.

subject better (since these are also part of the text prompt). One should note
that these metrics are not perfect, particularly when it comes to measuring style
alignment, since they lack the ability to capture subtle stylistic details, and are
entangled with semantic properties of images, such as the overall content.
Ability to re-contextualize. The merged ZipLoRA model can recontextual-
ize reference objects in diverse contexts and with semantic modifications while
maintaining stylization quality. As shown in Fig. 6, our method preserves the
base model’s text-to-image generation capabilities while accurately stylizing the
entire image in the reference style. Such ability is highly valuable in various artis-
tic use cases that requires controlling contexts, subject identities, and styles.
Controlling the extent of stylization. Our optimization-based method di-
rectly provides a scalar weight value for each column of the LoRA update, thus
eliminating a need for tuning and adjustments for obtaining reasonable results.
However, we can still allow the strength of object and style content to be varied
for added controllability. One can attenuate the style layer weights by multiply-
ing them with an additional scalar multiplier ws to limit the contribution of the
style in the final output. As shown in Fig. 7a, this allows for a smooth control
over the extent of stylization as ws varies between 0 to 1.
Ability to produce the reference object and the style. Apart from produc-
ing accurate stylizations, an ideal LoRA merge should also preserve the ability to
generate individual object and style correctly. This way, a merged LoRA model
can also be used as a replacement of both the individual LoRAs. As shown in
Fig. 7b, our approach retains the original behavior of both the models and can
accurately generate specific structural and stylistic elements of each constituent
LoRA, while direct merge fails.
Limitations/failure cases. For some style reference images, instead of captur-
ing just the style, SDXL style-tuning incorrectly captures the subject as well.
ZipLoRA fails to disentangle such styles further, thus the content of style refer-
ence can leak into the stylization outputs. For example, as shown in Fig. 8, SDXL
style-tuning fails to disentangle the cliff from the watercolor painting style, and
ZipLoRA ends up producing the cliff in the background in all the stylizations.
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Fig. 8: Failure Cases. For a few styles, ZipLoRA fails to separate the content of the
style reference from its style, resulting into the leakage of the content (cliff in this case)
in stylization outputs.

Comparisons of runtime/storage. ZipLoRA offers improved efficiency, ex-
hibiting lower storage footprints, reduced computational demands, and faster
runtimes. ZipLoRA requires only 100 gradient updates which is 10× less than
Joint Training (JT), Custom Diffusion (CD), and Mix of Show (MoS). ZipLoRA’s
runtime is 560 seconds while JT and CD takes 3540s and 3890s respectively. For
MoS, to achieve a successful merger, one first needs to obtain ED-LoRAs for
each individual concept, thus the total runtime for MoS is 4980s (1600s each
for training ED-LoRAs + 1780s for merging them). All runtimes are calculated
on single NVIDIA A100. ZipLoRA updates only the merger coefficient vectors
mc,ms while keeping the LoRA weights frozen, thus has only 1.6M trainable
parameters as opposed to 180M in the case of the competing methods, reduc-
ing the GPU memory requirements from 38GB to 21GB. For storage, ZipLoRA
needs to store just the merger coefficient vectors mc,ms requiring only 6.5MB
of storage, while the LoRA resulting from other methods requires 360MB.
Performance on Stable Diffusion (SDv1.5). As discussed in Sec. 4.1 &
Fig. 4, LoRA fine-tuning on earlier version of Stable Diffusion (SDv1.5) fails to
capture the stylization, thus the performance of ZipLoRA on SDv1.5 becomes
limited by the stylization ability of the underlying style LoRA. Our successful
style-tuning of SDXL is key observation that led us to adopt it as the base model.
That being said, our observations about sparsity and alignment of LoRA weights
remain valid for other models of stable diffusion family, and even on SDv1.5, Zi-
pLoRA outperforms competing methods (Direct Merge, Joint Training, Custom
Diffusion, and Mix of Show) by achieving better stylizations with improved sub-
ject and style fidelity. We provide comparison figure and quantitative results on
SDv1.5 in Supplementary.

5 Conclusion and Future Work

In this work, we have introduced ZipLoRA, a novel method for seamlessly
merging independently trained style and subject LoRAs. Our approach unlocks
the ability to generate any subject in any style using contemporary diffusion
models like SDXL. By leveraging key insights about pre-trained LoRA weights,
we surpass existing methods for this task. ZipLoRA offers a streamlined, cheap,
and hyperparameter-free solution for simultaneous subject and style personaliza-
tion, unlocking a new level of creative controllability for diffusion models. While
ZipLoRA focuses on merging a pair of a subject and a style LoRA, combining
more than two subject/style LoRAs can be considered as a future work.
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