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A Experiments Details

A.1 Setting Details

Dataset Split Our dataset, CapGrasp, builds upon and extends the OakInk
dataset [8]. As such, we adopt the same split as OakInk, with 80% of the data
allocated for training, 10% for validation, and 10% for testing. We ensure that
the test set includes a wide variety of objects and language instructions, thereby
allowing us to evaluate the generalization capabilities of our SemGrasp.

MLLM prompt The prompt for our grasp-aware MLLM is specified in
Tab. 2, guiding the model to generate coherent and plausible grasps from lan-
guage instructions.

GPT-4 assisted evaluation We leverage the commercial GPT-4v [5] to
evaluate the quality of our SemGrasp. This involves rendered images I of
the generated grasps Ĝ, alongside the evaluation prompt outlined in Tab. 3
to GPT-4v. The model then returns a quality score reflecting both semantic
similarity and physical reliability. To enhance the accuracy of GPT-4v, we take
the following methods to improve the quality of the rendered images: 1) The
grasp Ĝ is mapped onto the differentiable NIMBLE model [3], which contains
delicate muscle modeling and high-fidelity hand skin textures. 2) Images are
rendered in Blender using the Cycles rendering engine, complemented by random
lighting and camera positioning to ensure diversity.

Perceptual Score We ask 5 volunteers to rate the quality of the gener-
ated grasps Ĝ on a 5-point Likert scale. We randomly sample 50 predicated
grasps from the test set for each experiment. The evaluation indicators involve
the following three aspects: 1) Semantic coherence with the provided language
instructions, 2) Physical plausibility of the hand pose, and 3) Stability of the
hand-object interaction. The perceptual score is the average of the ratings.

A.2 Representation Ablation Studies Details

This section elaborates on the ablation studies conducted to examine our discrete
representation.
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Single Token Contrary to our primary model’s multi-token and hierarchi-
cal VQ-VAE structure, we explore a simplified model using a single VQ-VAE
with one codebook to encapsulate the entire grasp representation.

The <o, m> Setting In this variant, we devise a dual-layer hierarchical
VQ-VAE specifically for grasp representation that is trained from scratch. The
first codebook is for the orientation and the second codebook is for the manner.

Multiple refinement Tokens This configuration introduces a delta VQ-
VAE designed to refine the grasp pose by predicting incremental refinement
tokens <r> conditioned on the preceding hand grasp and object point cloud.
Based on this setting, we can iteratively adjust the hand pose by applying the
delta parameters to the previous grasp.

Single VQ-VAE Here, a unified VQ-VAE codebook is employed to simul-
taneously derive the three tokens (<o, m, r>), each decoded into the target pose
through distinct decoding head.

Without Semantic In our primary model, the reconstruction loss is com-
posed of three parts: the orientation loss Lo, the manner loss Lm, and the re-
finement loss Lr. Specifically, Lo only supervises the T̂ and Lm mainly focuses
on the θ̂, β̂. We simply set the items that are not supervised to zero in the loss
function Eq. (1).

Lrec = Lo + Lm + Lr

= ∥M(T ,0,0)−M(T̂ ,0,0)∥22
+ ∥M(T ,θ,β)−M(T̂ , θ̂, β̂)∥22
+ ∥M(T ,θ,β)−M(∆T̂ · T̂ , ∆θ̂ + θ̂, ∆β̂ + β̂)∥22 (1)

In the without semantic scenario, the <o> token is not exclusively con-
strained to represent orientation. We experimentally find that, during training,
the three tokens collapse into a single token, which degrades performance.

Table 1: Quantitative scores of generated descriptions under different LoRA configu-
rations. MLLM prompt: "Could you please describe this <grasp> with the {object}?".

BLEU-1 ↑ BLEU-4 ↑ ROUGE ↑

LoRA r = 128, α = 32 33.9 15.6 37.9
LoRA r = 128, α = 256 34.1 14.9 40.0
LoRA r = 256, α = 32 32.0 14.1 37.9
LoRA r = 256, α = 256 34.8 15.4 40.3

B Exploratory Study

In our SemGrasp, we focus on training a grasp-aware MLLM to synchro-
nize three distinct modalities—grasps, object models, and language instruc-
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tions—within a unified representational space. We conduct an exploratory study
to investigate the effectiveness of the alignment. Our findings indicate that the
MLLM is not only capable of generating semantic grasps but also demonstrates
promise in the grasp captioning task. Specifically, when provided with grasp to-
kens, the MLLM is able to produce corresponding language descriptions that
capture both the low-level details and high-level intents of the grasps in some
instances (as illustrated in Fig. 1). Additionally, we report linguistic metrics,
namely BLEU [6] and ROUGE [4], in Tab. 1 to quantitatively evaluate the qual-
ity of the generated descriptions. It is important to admit that these generated
language descriptions do not always achieve the same level of accuracy as the
ground truth. The MLLM occasionally struggles to capture the details of inter-
actions or to hallucinate details in its language descriptions. This discrepancy
underscores the inherent complexity of the caption task, which necessitates a
comprehensive understanding of point clouds, intent interpretation, interaction
reasoning, and natural language generation capabilities. However, it is a promis-
ing direction to explore the potential of the MLLM in the future when scaling
up the model and the dataset.

C Applications Details

C.1 Physical-Plausible Dynamic Grasp using Human-like Hand

In our VR/AR application, we employ the open-source D-grasp method [1] to
synthesize dynamic, human-like grasps. As described in the main paper, the
reference pose Ḡ, corresponding to the language instruction L, is generated
using our SemGrasp. This dynamic grasp policy is then applied to assess the
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Fig. 1: Results on the grasp caption task. The red text indicates the mistakes or
the hallucinations of our model.
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Fig. 2: Synthesis of human-like grasps motion in AR/VR application.
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Fig. 3: Application in robotics. We verify our results by retargeting the generated
grasp to the dexterous ShadowHand. The left image displays the adaptation outcomes,
while the right image illustrates the grasp execution process.

feasibility of the generated grasps. To ensure alignment with real-world scenarios,
we rotate the hand-object grasp pair so the palm faces toward the table. Given
that the OakInk dataset does not provide object weight information, we assign
a hypothetical weight of 300g to each object for the purpose of this evaluation.
Samples of the generated dynamic grasps are illustrated in Fig. 2. In our analysis,
any relative sliding between the hand and the object exceeding 4cm is classified
as a failure. Based on this criterion, we report a success rate of 62.9% for our
generated grasps on the test set.

C.2 Physical-Plausible Dynamic Grasp using ShaodowHand

Given the distinct morphological features and DoFs between the human hand
and the ShadowHand, we devise a specialized pipeline for adapting the generated
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grasp Ḡ to the ShadowHand model ḠS . We manually select several correspond-
ing keypoints on both the MANO and ShadowHand models, with a particular
emphasis on the fingertips. For each MANO-based grasp Ḡ, the corresponding
ShadowHand grasp ḠS is optimized by aligning these selected keypoints. To mit-
igate issues such as unnatural finger movements and potential finger collisions,
we introduce a loss function that imposes angular constraints on the Shadow-
Hand’s joints, thereby promoting physically plausible adaptations. The outcome
of this fitting process is illustrated in Fig. 3 left. Following this adaptation, the
refined grasp ḠS is executed using UniDexGrasp’s pretrained policy. To enhance
the fidelity of collision detection, object meshes are preprocessed using Manifold-
plus [2], followed by convex decomposition algorithms [7]. The results of these
grasp executions are displayed in Fig. 3 right, showcasing the practicality and
effectiveness of our methodology in the field of embodied robotics.

D CapGrasp collection

Prompts As mentioned in our main paper, we craft a set of prompts to direct
both GPT-4 and GPT-4v in generating high-quality annotations automatically.
For high-level details concerning manipulation intent and grasp status, two spe-
cialized prompts are utilized. These are detailed in Tabs. 4 and 5, designed to
annotate high-level insights based on the contact information and images respec-
tively. Additionally, to foster the generation of conversational content, another
prompt is crafted to steer GPT-4 in creating conversation templates. This spe-
cific prompt, intended to enrich our dataset with conversation annotations, is
outlined in Tab. 6.

Dataset Visualization Our CapGrasp dataset is showcased in Fig. 4,
featuring an array of objects spanning various categories, shapes, and functional-
ities. Accompanying language instructions encompass a broad spectrum of grasp
intentions and object interactions, with each object annotated with at least 8-10
distinct manipulation intents. This rich diversity is essential for the training of
our SemGrasp, enabling the generation of grasps that are not only semanti-
cally coherent but also physically plausible across diverse scenarios.
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Fig. 4: Visualization of our CapGrasp dataset.
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Table 2: System Prompt of MLLM.

– A chat between a curious user and an artificial intelligence assistant. The assistant gives
helpful, detailed, and polite answers to the user’s questions. The assistant can understand
the information of the three-dimensional object model provided by the user, and combine
the knowledge of human hand grasping to assist the user. The following is the object model
information: O.

Table 3: Prompt of evaluation.

– Your task is to evaluate the align-
ment between a hand pose and
its corresponding textual descrip-
tion, focusing on the grasp’s in-
tent, specific object parts engaged
by the hand, and the contact dy-
namics between fingers and the ob-
ject. Disregard the background and
any textures on both the hand and
object. Assessments should consider
the physical feasibility of the grasp.
Scores will range from 0 to 100,
where 100 signifies perfect alignment
and a physically plausible grasp,
while 0 indicates a significant mis-
alignment or a grasp that seriously
defies physical principles. Just di-
rectly give the final score, such as:
95. Here is the description L and the
grasp image I:

Table 4: Prompt of contact based on high-
level annotations.

– Given a formatted input describing which
part of an object is grasped by a human
hand and how many fingers are contact-
ing the object, your task is to generate a
set of grasp purposes or add more grasp-
ing details, such as the grasping method,
the grasping force, etc. Please provide
a comprehensive list (8 - 10 phrases)
of potential grasp purposes or additional
grasping details for each object and its
corresponding grasped part.

– For example: #input: [{OBJ: "mug",
PART: "handle", FINGERS: 5}, {OBJ:
"pen", PART: "", FINGERS: 3}] #out-
put: [{"to drink", "to make a toast"},
{"to write", "to underline or highlight
text"}] Please note that some PART may
be empty, indicating that the entire ob-
ject is grasped.

Table 5: Prompt of image-based
high-level annotations.

– Deduce the manipulation in-
tent and the grasp force sta-
tus from an image depicting
hand-object interaction. Your
response should focus on the
object’s contact part, affor-
dance, hand grasp types, and
hand-finger status to support
your answer. Please ignore the
background and object tex-
ture when deducing. Provide a
clear and concise answer of the
manipulation intent and grasp
force status, following the ex-
ample: {"intent": "to cut some-
thing", "status": "firmly grasp-
ing"}. Your analysis should be
thorough and accurate, consid-
ering all relevant aspects of
the hand-object interaction to
support your deductions effec-
tively.

Table 6: Prompt of conversation templates gen-
eration.

– Please provide conversation templates related to
the topic of "human grasping the object." The
conversation should incorporate the optional el-
ements: 1. {finger}: e.g. "four fingers", "only
one finger" 2. {status}: e.g. "firmly contacting",
"softly touching" 3. {intent}: e.g. "pour wa-
ter", "cut something", "toast", "transfer food
onto a plate" 4. {object}: e.g. "mug", "bottle"
Along with the required element of <grasp>
as a state noun. Build one round of conversa-
tion using these elements, allowing for flexibil-
ity and creativity in the conversation templates.
You should focus on creating dialogue that re-
flects human interaction related to grasping ob-
jects, considering various scenarios and details
provided by the optional elements. Here is some
examples: {"USER": "Try to {status} the {ob-
ject} using {finger}". "ASSISTANT": "Sure,
here is the <grasp>."} {"USER": "{finger} are
{status} the {object} {intent}". "ASSISTANT":
"This sounds like a typical <grasp>."}
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