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Abstract. As per recent studies, Self-supervised learning (SSL) does
not readily extend to smaller architectures. One direction to mitigate this
shortcoming while simultaneously training a smaller network without la-
bels is to adopt unsupervised knowledge distillation (UKD). Existing
UKD approaches handcraft preservation worthy inter/intra sample rela-
tionships between the teacher and its student. However, this may over-
look /ignore other key relationships present in the mapping of a teacher.
In this paper, instead of heuristically constructing preservation worthy
relationships between samples, we directly motivate the student to model
the teacher’s embedding manifold. If the mapped manifold is similar, all
inter /intra sample relationships are indirectly conserved. We first demon-
strate that prior methods cannot preserve teacher’s latent manifold due
to their sole reliance on Ly normalised embedding features. Subsequently,
we propose a simple objective to capture the lost information due to
normalisation. OQur proposed loss component, termed space similarity,
motivates each dimension of a student’s feature space to be similar to
the corresponding dimension of its teacher. We perform extensive exper-
iments demonstrating strong performance of our proposed approach on
various benchmarks.
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1 Introduction

In recent years, the development of self-supervised learning (SSL) has allowed
networks to be trained on larger datasets without labels, leading to generic repre-
sentations that are task agnostic and achieve superior downstream performances
once fine-tuned [14} 32, 41]. As a result, SSL is an active area of reasearch. For
real-time inference, such as in the domain of autonomous driving, industrial au-
tomation etc. often small sized networks are deployed. However, these networks
do not readily benefit from SSL due to their smaller number of parameters,
which can hinder their ability to learn underlying discriminative representations
effectively [I8].

To address this issue, Fang et al. [I8] propose an unsupervised knowledge
distillation (UKD) framework called SEED that allows smaller networks to take
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Fig. 1: The proposed CoSS (feature similarity + space similarity) distillation
framework. In the graphic, we demonstrate similarity of one pair of corresponding
feature dimension being maximised. We perform this maximisation for every corre-
sponding pair for the teacher and student.

advantage of the large amount of data for pre-training. Since the introduction
of SEED, many other approaches have followed suite [34] [66]. A common theme
amongst many existing UKD methods is that they rely on manually construct-
ing and conserving similarity relationships between training samples. Often this
preservation is achieved via. leveraging an embedding queue (~ 100k in length)
which stores features of previously encountered training samples. This conser-
vation of relationships (either at a local or global scale) can be perceived as an
attempt to mimic the teacher’s manifold. A perfect replication of a teacher’s
embedding manifold will imply that the pairwise similarity relationships are
preserved by the student. Moreover, modelling of the manifold will also pre-
serve those relationships/properties which were otherwise overlooked. However,
we observe that, due to the normalization of embedding features, an essential
step in existing training recipes, the modelling of teacher’s manifold by existing
approaches is imperfect (details in Sec. [3)).

In this paper, we hypothesize that the knowledge of the teacher is not only in
the relationship of the samples but also the manner in which these are mapped
onto the latent space i.e. the embedding manifold. An alignment of the embedded
manifold will imply that the student has learnt to map inputs in the ‘same’ way
as the teacher onto the latent space which will indirectly preserve relationships
of interest.

We find that due to sole reliance on Lo normalized embedding features, ex-
isting methods cannot model teacher’s embedding manifold. This is because
normalization is a non-invertible mapping which eliminates the information and
structure held by the original manifold. As a solution, in this paper, we pro-
pose a simple space similarity objective which works in conjunction with a
traditional cosine similarity loss computed on the features. In space similarity,
for each feature dimension of a student, we aim to maximise its similarity to
the corresponding feature dimension of the teacher. Therefore, space similarity
preserves the spatial information, while, the conventional cosine similarity of fea-
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tures ensures that the representations learnt are consistent and aligned. Fig.
highlights our proposed approach.
Our main contributions are as follows:

— We introduce CoSS, a space similarity inclusive novel objective which moti-
vates the student to mimic its teacher’s embedding structure.

— We discuss the limitation imposed by only relying on Ly normalized features
for learning the manifold.

— The simplicity of our approach does not impede the final performance of
trained students. We report state of the art results on various UKD bench-
marks

The structure of the paper is as follows. In the subsequent Sec. 2] we delve
deeper into prior work. In Sec. [3] we motivate the importance of space similarity.
In Sec.[d] we provide the details of our simple yet effective method. In Sec. [f] we
report results on various benchmarks. We discuss the implications of our work
and findings in Sec. [6] Lastly, we conclude with final remarks in Sec. [7]

2 Related Work

2.1 Logit Based Distillation

Early solutions for distillation have been designed for a fully supervised teacher
and leverage the output space of the teacher model. Soft-label distillation [27]
is amongst the first work towards training smaller networks with guidance from
larger teacher networks. Apart from supervised loss from the ground-truth labels,
it minimises cross-entropy between the teacher’s and the student’s output logit
distribution. Many methods since then have utilised the output logits to improve
the knowledge distillation performance [10, 31l 40, 67 [73].

Huang et al. [29] propose a correlation based formulation which is very similar
to ours. The key difference apart from the teacher (supervised vs. unsupervised)
is that they normalise the logits (via. softmax) and then compute inter and
intra-class similarities. Whereas, we independently normalize spatial and feature
dimensions of the embedding features. From the perspective of computing intra-
class similarity, it is logical to apply the softmax beforehand for generating class-
wise scores, however, when operating on the embedding space, any normalisation
on the features alters the space information as well.

2.2 Feature Based Distillation

Feature based distillation approaches leverage the internal representations pro-
duced by the teachers and the students.

Many novel approaches have incorporated internal layers, attention mecha-
nisms etc. to match various novel objectives between student and the teacher [I]
241,130}, 331,35}, 551, 58], 68, [72]. However, as most of these approaches require careful
selection of an appropriate statistic, it can be a drawback in practice for defin-
ing the distillation procedure for newer architectures. Many existing approaches
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also utilise local and global relationships [9), 46] 48, [49] [69] in a metric learn-
ing framework. They mostly differ in the devised relationships for optimisation.
LP [5] further develops the idea of FitNets and introduces locality-preserving
loss, which relies on identifying K-nearest neighbours within the training batch.
Lastly, there are also methods which utilize self-supervision for knowledge dis-
tillation. CRD [57], WKD [6] and SSKD [65] fall into this category. A common
theme for all these methods is that they focus on distillation of a teacher trained
with supervision and thus often operate in conjunction with a supervised objec-
tive. Though they can be utilised for performing distillation of an unsupervised
teacher, they have not yet been evaluated in such a setting. A quick evaluation
(see supplementary document) of these methods shows that they do not readily
adapt to a fully unsupervised setting.

SEED [18] is the first work, to the best of our knowledge, that attempts
to distill knowledge in an unsupervised teacher. They perform knowledge dis-
tillation of a self-supervised teacher by minimizing the divergence between the
similarity response of teacher and student on a common embedding queue. Com-
pRess [34] introduces two feature queues, one each for the teacher and the stu-
dent. SimReg [42] demonstrates the applicability of a pairwise mean squared
error minimisation between the latent embeddings of teacher and student mod-
els. Our work leverages and extends the pairwise feature matching objective for
enforcing manifold similarity. AttnDistill [61] is a similar non-contrastive UKD
method which focuses solely on vision transformers [15]. It leverages the multi-
head self-attention mechanism during training. DisCo [20] performs a consistency
regularization between augmented versions of the input in addition to unsuper-
vised distillation. BINGO [66] is a two-stage method for performing unsupervised
distillation. In the first stage it computes k-nearest neighbours for each training
sample in order to construct a bagged dataset. In the second (distillation) stage,
it adopts a contrastive distillation approach to minimise divergence between
samples from the same bag while increasing distance w.r.t samples from differ-
ent bags. SMD [39] focuses on mining hard positive and negative pairs rather
than operating on all pairs for distillation. To counter the influence of wrongly
assigning positive and negative labels, it utilizes a weighting strategy. PCD [2§],
a recently proposed contrastive method, specializes in dense prediction tasks like
image segmentation and object detection.

2.3 Key Differences

Our proposed method is designed for unsupervised distillation, but we believe it
stands out from existing methods in both supervised and unsupervised regimes,
despite its simplicity. In particular, our approach focuses on directly motivating
the student to learn its teacher’s latent manifold. As a quantitative summary,
CoSS differs from many existing UKD methods in the absence of (i) feature
queues, (ii) contrastive objectives, (iii) and, heavy augmentations.
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3 Motivation

In deep learning, it is generally accepted that neural networks learn a mapping
from high dimensional space to a low dimensional manifold. Moreover, assump-
tion of a locally euclidean manifold in unsupervised learning is fundamental but
rarely articulated.

For example, many unsupervised learning methods employ manifold learning
based data visualisations[44) [74]. These manifold learning approaches assume
the embedding manifold to be locally eucldiean[4, [59]. This assumption of the
manifold being locally euclidean, allows us to treat the embedded manifold as a
topological manifold. Here, we present a simple argument to show that methods
solely relying on Lo normalized features cannot learn the teacher’s embedding
structure reliably.

Definition 1. Two topological spaces X, Y are homeomorphic if there exists a
mapping f : X = Y s.t. f is continuous, bijective and its inverse function f~!
s also continuous.

Homeomorphism|[51] defines the concept of similarity (equivalence) between
the two topological spaces. For methods which only rely on normalized cosine
similarity, the student’s normalized manifold and the original teacher’s manifold
are not homeomorphic. This is because the operation of L normalisation is
not a homeomorphism. It is not continuous, bijective, and lacks a continuous
inverse. A straight forward example to support it is that, after normalization,
all points lying on the ray starting from the origin will be mapped onto the
same point on a hypersphere. Hence, minimisation of an objective operating on
the normalized space will not preserve the original un-normalized structure.
Existing UKD methods of SEED, DisCo, and BINGO leverage the normalized
features during their intermediate steps while SMD, SimReg and AttnDistill
perform regression on the normalized feature as an additional training objective.
Since, the normalisation erases the original structure, an alternative strategy
to retain the spatial information is by preserving similarity along the spatial
dimensions.

4 Method

Our motivation centers around the idea of imposing homeomorphism between
the manifolds of a teacher and student. In order to achieve this, we propose a two
step training method. In the first (offline) step, we compute k-nearest neighbours
for the training samples. In the second stage, we perform distillation.

4.1 Offline Pre-processing

Typically, during training, a mini-batch is often composed of randomly selected
samples without replacement from the training set X = {z1,22,...,2zn5}. The
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local structure of the manifold cannot be well established if the local neighbour-
hood information is missing.

Hence, in-order to utilise local neighbourhood information during distillation,
we append randomly selected k samples (without replacement) for each x; in a
mini-batch from the k-nearest set 2.

Computation of £2¥ is an offline process and is performed prior to the distil-
lation step. Utilizing the teacher model f;, we first compute a similarity matrix
S € RVXN. Where, Sij = ft (z;) - ft (z;) V X and " denotes a Ly normalized vec-
tor. The embeddings, f;(x) € R, is the response gathered at the penultimate
layer of a network (typically after global average pooling [37]). We define the
nearest neighbourhood set £2F as:

QF = argmax(S;., k), (1)
where arg max(+, k) returns the indices of top k items in S;.. We shall be using
these pre-computed nearest neighbour sets during the distillation process.

4.2 Training Objectives

Similar to the teacher, we define the student neural
network as fs with the output dimension as d,. If
ds # di, we can use a small projection head for the

student which can then be discarded after the distil- °

lation process [I8| 20, 66]. We thus replace d; and ds . * w .

by d. 3 N
Firstly, for a mini-batch B, we append additional

samples to it from 2F V i = 1,2,---|B| and denote S .

the updated mini-batch as B (Figure [2]illustrates the .

enhancement of the training batch). We denote the * *

embedding representations of all inputs in B gener- ° £ .

ated by the teacher and student as matrices A; and
A, € RPF*d respectively. Here, A’ is the embedding
output f.(z;). We then compose a matrix of nor-
malized feature vectors A. = [1219,121,1, ) Abk}T The Fig.2: The training

widely known normalized cosine similarity loss on fea- batch is  composed of
tures is defined as: random samples (x) and
their nearest k samples

L o OF
Leo= v gcosme(zﬁlg, AY). (2)

The loss computes the cosine similarity between corresponding embeddings of
the teacher and student thus, performing a pairwise alignment of features in the
normalized embedding manifold. Due to its simplicity and effectiveness L., is
employed by a number of existing UKD methods [39] 42} 61].
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To define space similarity, we first construct the transpose matrix of features
Z. = AT and its normalized version Z.. The space similarity loss is

d
1 TS
Lo = ~3 E cosine(Zt, Z}). (3)
i=0

Note, minimizing the loss along the spatial dimension indeed imposes homeo-
morphism as the normalization here scales all data points identically. In case
of minimum space alignment loss, fs(z;) = 3 fi(x;) where a and 3 are scaling
(normalization) vectors for the teacher’s and student’s dimensions respectively.
The scaling components for dimensions are not required to be identical, hence,
the alignment is similar for each dimension up to a scale. As a > 0 and 3 > 0,
the mapping imposed by Lss between the corresponding projected data points
is continuous, bijective and invertible.

The loss is also very simple to implement and requires one to transpose the
feature matrices prior to the normalization. Our final objective is composed of
weighted combination of Cosine similarity and Space Similarity:

ECOSS = Lco + /\‘Css (4)

Fig.[1] provides a pictorial representation of our approach. Feature similarity
compares the features being extracted for a single sample by the teacher and
student whereas, space similarity compares corresponding spatial dimensions.

5 Experiments

5.1 Settings

Dataset: Following SEED, BINGO and others, we report top-1/5 and knn-10
classification accuracy on the ImageNet [I3] dataset. For transfer learning, we
utilise CIFARs[36], STL-10 [12], Caltech-101 [19], Oxford-IIIT Pets [47], Flowers
[43] and DTD [I1I]. For dense prediction tasks, we employ the PASCAL VOC
(trainval2007, trainval2012, test2007) [I7] and MS-COCO (train2017,
val2017) [38] datasets. For image retrieval experiments, we employ the Oxford-
5k [50] and FORB [63] datasets. We utilize various ImageNet variants namely,
ImageNet-v2 [52], ImageNet-Sketch [60] and ImageNet-C [26] to understand ro-
bustness of distilled networks.

Teachers: Following SEED, we use the ResNet-50 model pretrained on
ImageNet using Moco-v2 [7]. For dense prediction, following PCD, we use the
ResNet-50 pretrained on ImageNet using Moco-v3 [§].

Students: We use ResNet-18, ResNet-34, and EfficientNet-B0 as the student
architectures. They consist of 10.7M, 20.4M and 4M parameters respectively.

Distillation: We discard the projection head of the teacher and work di-
rectly with the 2048 dimensional features from ResNet-50 and add a projection
head on top of the students to match the final embedding dimensions. Using
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Table 1: Unsupervised distillation of a (self-supervised) ResNet-50 teacher
on ImageNet-1K. The teacher and student correspond to models trained using Moco-
v2. Values with ¢ are replicated results using the corresponding official implementa-
tions. We highlight the best student performance in bold

Teacher (top-1) 67.40
Methods ResNet-18 ResNet-34 Eff-b0

T-1 T-5 KNN-10 T-1 T-5 KNN-10 T-1 T-5 KNN-10
Moco-v2 52.20 76.60 36.70 56.80 81.40 41.50 42.20 68.50 30.0
SEED [18] 57.60 81.80 50.12 58.50 82.60 45.20 61.30 82.70 53.11
BINGO [66] 61.40 84.30 54.16° 63.50 85.70 - 63.74° 85.32° 54.75°
DisCo [20] 60.60 83.70 52.03 62.50 85.40 53.65 66.50 87.60 54.78
SMD*® [39] 59.56 83.29 49.69 62.75 85.25 52.61 - - -

CoSS (Ours) 62.35 84.81 53.78 64.01 86.14 54.80 67.36 87.75 58.33

k=15 N=31, B=64, A=1.0, an initial learning rate of 0.03 and a cosine sched-
uler for learning rate decay, we perform distillation for 25 epochs distributed over
4 GPUs. We use the augmentation policy ‘mocov2 aug’ as described in SEED.
We also scale the overall loss by 70.0, as we observed the convergence to be slow.

5.2 Supervised Classification

We evaluate the goodness of a UKD method by performing classification lever-
aging the embedding features from the trained student network. For the ResNet
baselines of BINGO, SEED, and DisCo, we present findings as reported in their
corresponding publications. Since BINGO does not provide results for Efficient-
Net, we report the reproduced values for BINGO from the official implemen-
tation using recommended hyper-parameters. Regarding SMD, their evaluation
involves a distinct teacher-student pairing; hence, we employ their official im-
plementation and recommended hyper-parameters to conduct distillation using
our selected teacher-student pair. As SimReg is distillation with L., objective
without nearest neighbour sampling, we defer the comparison to the adblation
sstudies in Sec. We do not compare our work with AttnDistill as it is a solely
vision transformer based approach which utilises extended training (up to 800
epochs).

Linear Evaluation: Following the precedent set by SEED, we freeze the
backbone and only learn the final linear classification layer. We use a batch size
of 256 and an initial learning rates of 10 and 3 for ResNets and EfficientNet re-
spectively. We perform this fine-tuning for 100 epochs with learning rate reduced
by a factor of 10 at 60 and 90 epochs.

As per the results in Tab. [I] CoSS achieves significant improvements over
the Moco-v2 trained (Student) baseline both for top-1 and top-5 classification
accuracies. Compared to the Moco-v2 student, for top-1 accuracy, our method
provides an improvement of 10%, 7% and 15% for ResNet-18, ResNet-34 and
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Table 2: Transfer learning evaluation of distilled ResNet-18 and Efficientnet-
b0. Here, we report the top-1 accuracy.

Method CIFAR-10 CIFAR-100 STL-10 Caltech-101 Pets Flowers DTD
ResNet-18  Eff-b0 ResNet-18 Eff-b0 ResNet-18 Eff-b0 ResNet-18 Eff-b0 ResNet-18 Eff-b0 ResNet-18 Eff-b0 ResNet-18 Eff-b0

SEED 85.27 88.85 62.75 69.87 93.99 94.90 80.26 84.98 76.18 78.81 75.10 88.44 67.34 69.79

BINGO 87.67 89.74 66.14 70.25 94.99 94.75 83.84 86.48 79.24 80.80 83.62 90.35 70.00 70.85

DisCo 88.11 91.63 67.50 73.97 95.04  95.78 84.65 86.44 77.86 81.20 83.69 89.52 69.89 71.91

SMD 86.47 64.42 94.24 80.59 74.59 78.97 69.31

CoSS (ours) 89.23  92.72 70.11 77.17 94.11 95.41 86.62 90.26 79.98  83.09 85.78  93.52 70.43 74.04

EfficientNet-b0 respectively. Comparing CoSS to state of the art methods of
BINGO and DisCo, we can also observe CoSS’ overall improved performance.
For top-1, CoSS consistently provides gains over the closest second student.
EfficienetNet-b0, while only possessing 16.3% of the parameters, top-1 results
are comparable to the teacher with a difference of only 0.04%.

K-NN evaluation: As per prior studies, we report the result of k£ nearest
evaluation [I8] [66]. Following SEED, we choose 10 nearest neighbours from the
training samples and assign the majority class as the prediction.

As shown in table Tab. [I] CoSS consistently achieves either state of the art
or competing performance for k-NN. We believe that the performance gain of
CoSS is a result of direct modelling of the teacher’s manifold.

5.3 Transfer Learning

We employ the transfer learning benchmark [I6] to evaluate the transferabil-
ity of learned representations. In this evaluation, we keep the student backbone
frozen and exclusively train the final classification layer. Ensuring fairness in
evaluation, we conduct a thorough hyper-parameter sweep across various learn-
ing configurations to pinpoint the optimal set of values for each model across
each dataset.

As depicted in Tab. 2] CoSS students exhibit superior transfer learning ac-
curacies across a wide array of datasets for both ResNet-18 and EfficientNet-b0
architectures. It yields the best top-1 accuracies for 6 and 7 datasets for ResNet-
18 and Efficient-B0 students respectively. On STL-10, it provides competitive
performance to the baselines.

5.4 Dense Predictions

As previously introduced, PCD is a UKD method aimed at learning a student
model focused on dense prediction tasks of object detection and image segmen-
tation. For this evaluation, we follow the protocols as outlined by PCD. We
utilize the student ResNet-18 distilled from a Moco-v3 ResNet-50 teacher [§].
The hyper-parameters for distillation remain consistent with those mentioned
earlier (see Sec. . We use the Detectron2 [64] package for training and eval-
uation. The baseline results are directly sourced from PCD.

On VOC2007+2012 [I7] we train C4 backbone with Faster RCNN [54] de-
tector whereas for MS-COCO [38], we train C4 with a Mask R-CNN [25]. For
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Table 3: Object Detection and Segmentation evaluation of ResNet-18 stu-
dents. Values for baselines are reported directly from PCD.

Method ImageNet VOC 07+12 MS-COCO
T-1 APso AP APPPox Apmask
Teacher 74.6 83.0 56.7 37.4 32.8
CompRess [34] 63.9 78.4 504 314 28.4
DisCo 63.5 72.6  40.1 28.2 25.8
BINGO 64.2 77.8 49.3 31.1 28.2
PCD [28] 651  79.4 521 322 290

CoSS (Ours) 67.2 78.7 52.4 33.9 30.2

VOC2007+42012, we set the initial learning rate at 0.1 and perform the training
for 24k iterations and evaluate the results on test2007 set. On COCO [3§],
following PCD, we fine-tune the detector with an initial learning rate of 0.11
for 90k iterations. The corresponding scheduling for both the trainings are also
referred to as 1x in Detectron2’s documentation. For detailed hyper-parameters
such as warm up, augmentations, learning rate decay and image resolutions etc.
we refer the readers to PCD.

Results in Tab. [3| show that the CoSS student is able to compete with PCD
across various settings even though, it is not specifically designed for dense pre-
dictions. On the more challenging dataset of COCO, CoSS outperforms PCD. We
believe the strong performance of CoSS comes from the overall better knowledge
distillation performance. Comparing, top-1 accuracy of the models on ImageNet,
we can observe that CoSS provides = 2% gain over PCD.

5.5 Image Retrieval

In this experiment, we investigate the efficacy of knowledge distillation models
in the context of image retrieval. Oxford-5k is a widely used dataset for image
retrieval. It consists of 55 query images and =~ 5000 database images categorized
into medium and hard based on the perceived difficulty of the task. FORB
is a recently proposed dataset for image retrieval in the flat object setting. It
consists of 8 categories with a total of 14,000 query images and 54,000 database
images. The queries are labelled as easy, medium and hard based on the difficulty
level. For Oxford-5k, we report the mean average precision for medium and hard
instances. Whereas, for FORB, we report the overall mean average precision
across easy, medium and hard categories. We use the ResNet-18 student distilled
from Moco-v2 ResNet-50 for this evaluation.

Table [ presents the results of the retrieval task. According to these results,
CoSS demonstrates improved mAP performance compared to the baseline mod-
els. For the few instances where CoSS is not the top performing model, it achieves
a second best rating. These results suggest the potential effectiveness of the la-
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Table 4: Image retrieval performance on Oxford-5k and FORB, measured
in mAP. We highlight the best student performance in bold

Oxford-5k FORB

Methods

Medium Hard Animated Photorealistic Bookcovers Paintings Currency Logos Packaged Posters
SEED 1719  3.71 0.040 0.184 0.099 0.267 0.108 0.007 0.071 0.100
SMD 16.77  3.53 0.043 0.133 0.093 0.214 0.121 0.006 0.065 0.102
DisCo 18.63 4.12 0.120 0.283 0.176 0.336 0.215 0.016 0.129 0.160
BINGO 19.80 5.84 0.158 0.299 0.193 0.305 0.243 0.012 0.144 0.172
CoSS 20.59 5.50 0.179 0.302 0.220 0.353 0.286 0.013 0.155 0.205

Table 5: Robustness evaluation of Moco-v2 ResNet-50 distilled ResNet18s.
We report the Top-1 classification accuracy. We highlight the best performance in bold.

Method ImageNet-v2 ImageNet-S TmageNet-C

MF Tr Top brightness contrast defocus elastic fog frost gaussian glass impulse jpeg motion pixelate shot snow zoom
SEED 45.46 53.24 60.25 1336 53.84 4833 3675 48.64 36.65 39.74 30.85 33.86 23.86 41.38 30.32 47.14 37.81 30.97 26.67
BINGO 46.80 55.58 62.21 14.49 55.51 49.91 3745 49.97 37.96 41.51 40.17 33.85 23.70 44.10 39.18 49.39 38.77 32.20 27.33
DisCo 47.66 55.96 62.74 1440 56.07  50.79  39.05 50.56 38.18 42.32 4239 36.34 27.24 4483 41.84 50.10 41.12 33.27 28.43
SMD 47.13 55.40 61.84 13.15 55.51 50.18  38.72 50.50 38.12 41.12 40.44 34.66 24.60 44.22 40.66 49.10 38.92 32.39 28.60

CoSS (ours) 49.70 58.21 64.84  15.90 58.78  53.26 42.44 53.49 42.09 44.72 45.32 38.74 27.74 48.82 44.42 53.42 43.54 35.58 31.79

tent representations produced by the student across various scenarios, indicating
promising capabilities for real-world applications.

5.6 Out-of-Distribution Robustness

Various studies have indicated that deep learning systems often break down
when encountered with data outside the training distribution|21] 26, [60]. Due
to the wide spread applicability of deep learning systems in the real world, it
becomes important to ensure a high degree of robustness of such systems. In
this experiment we explore the robustness of trained students under different
kinds of shifts in the input data. ImageNet-v2 is a natural image dataset which
closely resembles the sampling process of the original ImageNet dataset. It has
been employed by various studies to understand the robustness of models under
natural data shift [45] [56]. ImageNet-S consists of sketch images for ImageNet
classes. It is a stronger deviation from the types of images present in the training
set. ImageNet-C is a synthetically generated dataset for evaluating a model’s
performance under various forms of corruptions. We utilise corruption=1 for our
evaluation.

Results reported in Tab. [5] demonstrate that CoSS is robust across various
input distribution shifts. It even outperforms BINGO which employs stronger
data augmentations in the form of CutMix [71]. Strong data augmentations such
as CutMix have been shown to improve model robustness.

5.7 Qualitative Evaluation

In this experiment, we qualitatively demonstrate the lack of manifold modelling
capability of SEED, DisCo and SimReg(L.,) with a set of toy experiments. We
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(a) Data (b) Teacher (c) SEED (d) DisCo (e) Leco (f) CoSS

Fig. 3: Plots comparing the latent space of the teacher and different stu-
dents. Visually, we can assess that though SEED is able to separate the input samples
adequately, the learnt mapping is not faithful to the teacher. Whereas, adding the
space similarity objective to the standard cosine similarity allows the student to learn
a mapping which aligns better with its teacher.

first train teacher models on toy datasets (Two-moons and Circles [2]) using a
contrastive objective with positives and negatives determined by the class labels.
For the architecture, we consider an MLP with 4 hidden layers, f : R? — R?
with ReLU activations. Hidden layers perform the following mappings R?> —
R* - R® - R* — R2. For the training data, we generate 2500 samples with
a noise factor of 0.125. The teacher is trained using constrastive loss for 300
epochs with an initial learning rate of 0.001 using an ADAM optimiser and cosine
learning-rate decay. The students are trained using the same hyper-parameters.
Using objectives of different students, we perform the unsupervised knowledge
distillation. For DisCo, we simulate transformations to generate multiple views
of the input by adding perturbations randomly sampled from A/(0,0.01).

In Fig.[3] we visualize the training data along with the latent spaces of teacher
and student models. In the teacher’s latent space we can observe few stand
out structures. It can also be observed that SEED fails to adequately replicate
teacher’s manifold. The latent space of SEED and DisCo lacks various details
in comparison to the teacher. Pairwise cosine similarity, similar to SEED and
DisCo, appears to be ignoring the structure of the teacher’s manifold. However,
the best quantitative results are observed with cosine similarity in conjunction
with space similarity. As mentioned earlier, the embedding manifold is similar
up to a scale.

5.8 Ablation Study

Importance of Loss Components: We compare the results of distillation
with individual components with the combined objective of CoSS. We report
results with distillation of a Moco-v2 ResNet-50 to a ResNet-18 and EfficientNet-
b0 student. The hyper-parameters are those provided in Section Results in
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Table 6: Examining indi- maple 7: Importance of
vidual loss components nearest sampling Table 8: Importance of A

Arch. Leo Lss Leoss A=0A=051=1.0

k=0 k=15
‘CCOSS ‘CCOSS

R-50/R-18 61.85 61.79 62.35 I 61.85 62.41 62.35
R50/Eff-b0 66.41 66.76 67.36 61.89 62.35

Table 9: Comparison to

soft-label distillation Table 10: ResNet-101

teacher distillation

ResNet-18 Ef-b0
Top-1 KNN-10 Top-1 KNN-10 SEED DisCo CoSS
SLD 59.88 52.67 61.49 56.10 58.90 62.30 63.74

CoSS 62.35 53.78 67.36 58.33

Tab. [] highlight the effectiveness of combing both the components over a single
loss objective. When using the entire dataset, the degree of improvement differs
for different teacher-student architectures. In the supplementary document we
share results on CIFAR-100 dataset.

Importance of sampling: We evaluate the impact of nearest neighbour
sampling on the training of the student. Utilising ResNet-50/ResNet-18 teacher
student pair we perform distillation as per the settings detailed in Section [5.1] To
recall, k& controls the number of nearest neighbours added to a batch of randomly
sampled training images. In this experiment, we compare k¥ = 0 and k& = 15.
k = 0 implies that the model will be focusing more on the high level structural
similarity of the manifold and may miss the finer details. We utilise 100% of
the training set for distillation. As results in Tab. [7] indicate, using neighbour
hood sampling gives a boost in student’s performance. This result highlights the
importance of capturing local information when modeling the teacher’s manifold
in addition to its global structure.

Value of A\: )\ controls the contribution of space similarity for the distillation
training. We have used A = 1 for our main experiments. Here, we report results
with A = {0,0.5,1.0}. A = 0 is equivalent to only applying L., or SimReg [42]. We
use ResNet-50/ResNet-18 teacher student pair distilled as per settings outlined
in Section [5.1} Table [§ indicates that weighing the space component equally
to conventional feature similarity gives improved results. Also, the performance
remains consistent for A = {0.5,1.0}. In the supplementary, we share results
with CIFAR-100.

Soft-label Distillation: In this experiment, we compare CoSS with soft-
label distillation (SLD) adapted for unsupervised knowledge distillation. To re-
call, SLD [70] minimises the KL divergence between a student and teacher’s
output probabilities in a supervised setting. DINO [3] extends this objective for
self-supervised learning. Here, we employ the same objective as that of DINO
and compare it against CoSS. For SLD, the training hyper-parameters are iden-
tical to those applied for SEED and for CoSS the hyper-parameters are provided
in We use a ResNet-50 teacher and a ResNet-18 student for this experiment.
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As shown in Tab. [0} our formulation provides significant performance boost over
the SLD baseline.

ResNet-101 teacher: Using a ResNet-101 trained using Moco-v2 as the
teacher, we perform the distillation onto a student ResNet-18. We follow the
distillation hyper-parameters as outlined in Sec. [} For baselines, we report the
values as sourced from DisCo. The findings in the Tab. [10| demonstrate that our
approach readily extends to a different teacher architecture.

6 Discussion

In this work, we address the challenging and critical problem of unsupervised
knowledge distillation. While prior studies have predominantly focused on es-
tablishing distillation-worthy relationships among samples, our approach takes
a distinct perspective by directly modelling the teacher’s manifold. By doing so,
we aim to indirectly preserve relationships between the samples.

Central to our approach is the utilization of space similarity to establish a
form of homeomorphism between the projections of the student and teacher mod-
els. This homeomorphism ensures that the fundamental topological properties of
the learned representations are preserved during the distillation process which
otherwise are lost due to sole reliance on Lo normalized embedding features.
Homeomorphism, however, only ensures that the alignment of individual spatial
dimensions is upto a scale. Moving forward, we aim to explore even stronger
constraints on learning student topologies, which could potentially improve the
effectiveness and robustness of our approach.

Our experimental results demonstrate the effectiveness of CoSS in train-
ing student models that not only perform well on the training distribution but
also deliver competitive performance on various downstream tasks. For instance,
CoSS outperforms PCD on the COCO dataset for dense prediction tasks. Fur-
thermore, we believe that integrating CoSS into existing frameworks, such as
PCD, could further enhance the outcomes of dense prediction tasks, opening up
new avenues for research and application.

In this study, our primary focus has been on the domain of computer vision.
However, the rapid development of unsupervised large models in natural lan-
guage processing presents an intriguing opportunity [22], 23] 53] [62]. Exploring
the potential transference of our proposed method to this domain is a direction
we leave for future exploration.

7 Conclusion

In this paper, we are inspired by the necessity to distill large models trained
with self-supervised learning into smaller models. However, since the labels used
to train these large models are typically unavailable, we investigate knowledge
distillation in a purely unsupervised setting. In this setting, we demonstrate
that unsupervised feature distillation can be achieved without the need to store
a feature queue, and directly modelling the teacher’s manifold.
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