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Abstract. The integration with CLIP (Contrastive Vision-Language
Pre-training) has significantly refreshed the accuracy leaderboard of FSAR
(Few-Shot Action Recognition). However, the trainable overhead of en-
suring that the domain alignment of CLIP and FSAR is often unbear-
able. To mitigate this issue, we present an Efficient Multi-Level Post-
Reasoning Network, namely EMP-Net. By design, a post-reasoning
mechanism is proposed for domain adaptation, which avoids most gradi-
ent backpropagation, improving the efficiency; meanwhile, a multi-level
representation is utilised during the reasoning and matching processes to
improve the discriminability, ensuring effectiveness. Specifically, the pro-
posed EMP-Net starts with a skip-fusion involving cached multi-stage
features extracted by CLIP. After that, the fused feature is decoupled
into multi-level representations, including global-level, patch-level, and
frame-level. The ensuing spatiotemporal reasoning module operates on
multi-level representations to generate discriminative features. As for
matching, the contrasts between text-visual and support-query are in-
tegrated to provide comprehensive guidance. The experimental results
demonstrate that EMP-Net can unlock the potential performance of
CLIP in a more efficient manner. The code and supplementary mate-
rial can be found at https://github.com/cong-wu/EMP-Net.

Keywords: Image to Video Adaption · Contrastive Vision-Language
Pre-training · Efficient Few-Shot Action Recognition

1 Introduction

Collecting sufficient training samples is often impractical in action recognition,
as collecting and annotating videos is extremely challenging and demands con-
siderable time and labour consuming. Motivated by this difficulty, FSAR has
attracted widespread attention in the community. The dominant paradigm in
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Table 1: A comparison with CLIP-FSAR under different training paradigms on 2
GeForce RTX 3090 GPU with batchsize as 2 on SSv2-Small (5-way 1-shot). OOM
means CUDA out of memory error.

Method Backbone GPU Memory Accuracy

CLIP-FSAR [36]
Trainable CLIP >24,268MiB (OOM) -
Adapter CLIP >24,268MiB (OOM) -
Frozen CLIP 6,799MiB 50.1%

EMP-Net Frozen CLIP 8,565MiB 57.1%

FSAR is the metric learning framework, which uses the distance between cor-
responding samples measured in a high-dimensional space as the basis for clas-
sification [1, 2]. Unlike conventional training paradigms, approaches based on
metric learning introduce another auxiliary dataset with a non-overlapped label
space as compared with the existing target dataset. Subsequently, the knowledge
learned from the auxiliary dataset is transferred to the target dataset. Existing
methods use various means to improve the feature discriminability [53] or the
comprehensiveness of measurement [13, 47], thereby enhancing the reliability of
matching.

Recently, Wang et al . introduced CLIP-FSAR [36]. This pioneering work in-
tegrates CLIP [27] with FSAR, establishing a State-of-the-Art (SOTA) solution.
In CLIP-FSAR, pre-trained CLIP encoders act as basic text and visual feature
extractors. Combining with temporal reasoning blocks, it infers the final labels
using the metric learning paradigm. Despite significant performance improve-
ment compared with other methods, the fine-tuning of the backbone network
incurs substantial training costs. As shown in Table 1, the training of CLIP-
FSAR necessitates high-memory hardware, posing challenges in accessibility for
most scenarios. The first effort aimed at improving training efficiency is to trans-
form the backbone from trainable CLIP into adapter CLIP [24, 45] by allowing
only the newly introduced parameters to be updated during the training stage.
However, as the newly introduced parameters spread throughout the entire back-
bone, gradient backpropagation still occurs, resulting in limited savings in the
training overhead. Another strategy is to freeze the backbone completely [39].
However, as shown in Table 1, the efficiency gain is invariably at the expense of
reduced accuracy, owing to the failure to bridge the gap between the source do-
main and the target task. Recent study [50] shows that powerful representation
models can be constructed by mining the features of frozen feature extractors. In
summary, although CLIP has the potential to play a very useful role in FSAR,
the existing methods struggle to achieve satisfactory performance in terms of
both effectiveness and efficiency.

To overcome the above challenges, we present EMP-Net by leveraging the
latest developments in vision-language pre-training for the benefit of the FSAR
task in an efficient and effective manner. The main innovation of our EMP-Net
is two-fold: post-reasoning and multi-level modelling. For post-reasoning, EMP-
Net ensures that all trainable structures are located after the feature extractor,
which means that the reasoning operations are based on the cached extracted
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features. Also, different levels of features often exhibit complementarity, which
has been proved repeatedly [17,53]. To leverage this, EMP-Net constructs multi-
level representations based on the global, patch, and frame perspectives, thereby
improving the discriminability and reliability of subsequent reasoning and match-
ing tasks. The above two innovations work together to greatly improve training
efficiency while ensuring accuracy.

Following the metric learning framework, the proposed EMP-Net consists of
two main components: image2video adaptation and matching metric. Notably,
using the cached visual features extracted from different layers of CLIP, we
construct a skip-fusion module that performs spatiotemporal reasoning, which
maximises the utilisation of information at different granularities. The obtained
features are further deconstructed to obtain representations at the global, patch,
and frame levels. By combining interaction spatiotemporal reasoning and text-
guided temporal reasoning based on multi-level representations, we obtain rich
and comprehensive visual clues. As for the matching process, we introduce a
multi-level matching algorithm that learns the associations between action la-
bels and given videos, as well as the associations between the support and query
videos. We evaluate EMP-Net on multiple datasets, including a temporal-related
dataset Something-Something V2 (Small&Full), and static-related datasets such
as HMDB-51, UCF-101, as well as Kinetics-400. The experimental results demon-
strate that our method surpasses or achieves SOTA performance with extremely
low training costs.

The key innovations of EMP-Net can be summarised as follows:

– We propose a novel model for efficient few-shot action recognition.
– The image2video adaptation mechanism is designed for knowledge transfer

from CLIP to FSAR, which includes a skip-fusion for initial alignment, and
the following interaction reasoning and text-guided reasoning for spatiotem-
poral modelling.

– Multi-level features are applied in the reasoning and matching processes to
obtain more discriminative representations.

– To the best of our knowledge, this is the first solution that achieves a good
balance between training costs and accuracy.

2 Related Work

2.1 Few-Shot Learning

Few-shot learning aims to derive effective representations from extremely lim-
ited annotated data [40]. Existing few-shot learning methods follow a customised
transfer learning paradigm, where knowledge is acquired from a category-agnostic
auxiliary training set and then transferred to the current test set. Different from
conventional action recognition tasks, the label spaces of training and test sets
are non-shared. Also, the accessible labelled samples are extremely limited during
the training process. According to [20], those methods can be broadly categorised
into three types: (1) Non-episodic based methods [5, 7]: Non-episodic few-shot
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learning involves two stages. First, the entire network is trained on the auxiliary
data, and then only the classifier is fine-tuned on the target set. (2) Meta-learning
based methods [9,49]: Meta-learning entails the training of a base learner and a
meta learner. The former is trained on the auxiliary dataset, while the latter is
trained on the target set. (3) Metric learning based methods [19, 30, 32]: In this
framework, the current set is first divided into support and query sets. Then, the
network is trained to classify the query sample into the corresponding category
based on the distance between the query and support set samples.

2.2 Action Recognition

Action recognition identifies the category of action depicted in a video clip [14].
Unlike image recognition, action recognition requires the understanding of a
continuous sequence of frames, which necessitates the modelling of temporal in-
formation. In the early stages, most feature descriptors, such as 3D-SIFT [28],
extended SURF [41], used for action recognition are extensions of classic 2D
descriptors. Additionally, some motion descriptors, such as MBH [6], have been
proposed. More recently, deep learning frameworks also followed this paradigm,
either exploring spatiotemporal feature modelling, or constructing motion de-
scriptors, or a combination of both. For example, Simonyan et al . [29] proposed
a two stream network, which includes a spatial branch for spatial modelling and
a temporal branch to capture the motion information based on optical flow. In
TSM (Temporal Shift Module) [21], the temporal shift operation is introduced
to endow 2D CNNs with the temporal awareness ability. This operation has
also been applied to a Transformer-based framework by Xiang et al . [44]. Re-
cently, topics surrounding unsupervised learning have also received widespread
attention [26,42].

2.3 Few-Shot Action Recognition

Few-shot learning has garnered considerable attention and inspired research
across various tasks [15, 32], including action recognition [51]. Most FSAR ap-
proaches follow the metric learning paradigm. In TARN [2], an attention-based
relation module was proposed to measure the distance among aligned segments.
Recently, several methods have been proposed to explore the matching metrics.
For example, OTAM [3] utilised the knowledge of event ordering in a sequence
to create a frame-based matching strategy; HyRSM [38] built a task-specific
matching algorithm to find the most reasonable pairs among the corresponding
support and query samples; Wang et al . [37] designed a novel framework, MOLO,
that combines frame-frame matching and frame-video matching, furthermore, an
additional motion auto-decoder was proposed to enhance the discrimination.

Following the above methods, CLIP-FSAR [36] is the first attempt that
leverages the powerful modelling capability of CLIP to represent videos and
their corresponding labels, resulting in a significant performance boost. How-
ever, the huge computational cost associated with fine-tuning CLIP cannot be
overlooked. In addressing this dilemma, approaches like D2ST-Adapter [24] and



Efficient Few-Shot Action Recognition via Multi-Level Post-Reasoning 5

V
iT
块

V
iT
块... ... ...

MatchingMatching

Image2Video
Adaption

Adapter

Spatiotemporal
Prototype 

Construction
Module

Multi-domain
Matching

Label-based Embedding Patch-based 
Visual Embedding

Frame-based 
Visual Embedding

Token-based 
Visual Embedding

Support Set

Unknown class

Patch-level

Token-level Interactive
Temporal

Reasioning
Frame-level

Multi-level
Feature

Construction

Cross-Model
Similarity Assessment

Te
xt

E
nc

od
er

Patch-level

Token-level Interactive
Temporal

Reasioning
Frame-level

Multi-level
Feature

Construction

Cross-Model
Similarity Assessment

Spatiotemporal
Prototype 

Construction

Spatiotemporal
Prototype 

Construction

Multi-domain
Matching

Spatiotemporal
Prototype 

Construction

Cross-Model
Similarity Assessment

Params in 
Backbone Block

Params in 
Backbone Block

Params in 
Backbone Block

Params in 
Backbone Block

Params in 
Backbone Block

Params in 
Backbone Block

Params in 
Backbone Block

Image2Video
Adaption

Feature Extractor

V
is

ua
l E

nc
od

er

Decoder

...

Temporal
Attention

Spatial
Attention

Feed Forward

Concatenation

Class token

Feature
Extractor Merge

Attention

Concatenation

FFD

 Visual EmbeddingLabel Embedding

Mean
Top-K Mean

Top-K S-Mean
T-Mean

Patch-based Visual
Embedding

Frame-based Visual
Embedding

Token-based Visual
Embedding

Temporal Alignment Metric

T-Mean

时域推理 空域推理

C
la

ss
L

ab
el

Support
Video

Query
Video

A Typical CLIP-based FSAR Framework Ours

Back-propagateFrozen Trainable

Prototype
Construction

Visual
Encoder

Text
Encoder

Visual
Encoder

Image2Video
Adaption

Visual
Encoder

Text
Encoder

Visual
Encoder

Prototype
Construction

Prototype
Construction

Prototype
Construction

Decoder

Decoder

Interactive
Spatiotemporal 

 Reasoning

Interactive
Spatiotemporal 

 Reasoning

Multi-level
Feature

Construction

Multi-level
Feature

Construction

Cross-Model
Similarity AssessmentTe

xt
E

nc
od

er

Support
Video

Class Label

V
iT

 B
lo

ck

V
iT

 B
lo

ck

Skip-Fusion... ... ...

Visual Encoder

Query
Video

Skip-Fusion

V
iT

 B
lo

ck

V
iT

 B
lo

ck

... ... ...

Visual Encoder

Cross-Model
Similarity Assessment

Image2Video Adaption

Matching
Metric

Image2Video Adaption

Multi-level
Matching

Text-Guided
Temporal 
Reasoning

Temporal 
Reasoning

Prototype
Construction

时域推理

交
互

 1
交
互

 2

时域推理 时域推理时域推理

交叉融合 交叉融合交叉融合

文本

Class-based

Temporal
Reasoning

Patch-based

Temporal
Reasoning

Class-basedClass-based

Temporal
Reasoning

M
ul

ti-
le

ve
l F

ea
tu

re
C

on
st

ru
ct

io
n

Support
Video

V
iT

 B
lo

ck

V
iT

 B
lo

ck

Skip-Fusion... ... ...

Visual Encoder

Interactive Reasoning
TR

SR

TR

Pr
ot

ot
yp

e
C

on
st

ru
ct

io
n CF

CF

CF

TR

TR

TR

Cross-Model
Similarity 
Assessment

Class Label

Multi-level
Matching

Skip-Fusion

Video

Fi
xe

d 
V

is
ua

l E
nc

od
er

Decoder

...

Temporal
Attention

Spatial
Attention

Feed Forward

class token

Decoder
Video

frozen parameters global based features patch based features frame based features

... Concanation

patch token

全局表示 块表示 帧表示

未知类

时空交互

推理

时空交互

推理

多视角特

征构造

多视角特

征构造

跨模态

相似性评估文
本

编
码
器

支持

视频

类别标签

V
iT
块

V
iT
块 跳跃融合... ... ...

视觉

编码器

跳跃融合

跨模态

相似性评估

        图像到视频的适配

匹配

度量

       图像到视频的适配

基于支

持-查询
的匹配

文本引导

的

时域推理

时域推理

原型

构造

原型

构造

参数冻结 全局特征 块特征 帧特征

固
定
的
视
觉
编
码
器 解码器

...

时域

注意力

空域

注意力

前向反馈

类别词

解码器
视频

... 通道级联

视觉词

查询

视频

交互

时空推理

多级别特

征构造

文
本

编
码
器

支持

视频

类别标签

V
iT
块

V
iT
块 跳跃融合... ... ...

视觉

编码器         图像到视频的适配

文本指导

的

时域推理

原型

构造

交互

时空推理

交互

时空推理

跨模态

相似性评估

跨模态

相似性评估

匹配

度量
多级别

匹配

文本指导

的

时域推理

时域推理

原型

构造

原型

构造

全局表示 块表示 帧表示

Label-based Embedding Patch-based 
Visual Embedding

Frame-based 
Visual Embedding

Token-based 
Visual Embedding

Mean
Top-K Mean

Top-K S-Mean
T-Mean

Fig. 1: The proposed EMP-Net has three main components: frozen CLIP for visual
and textual features extraction, image-to-video adaption for spatiotemporal reasoning,
and the matching metric for classification.

MA-CLIP [45] attempted to borrow the concept of adapter [23]. Undoubtedly,
this process greatly reduces the number of trainable parameters. However, since
there are newly introduced parameters that need to be updated at the front of a
network, the backpropagation of gradients still exists, which will cause most of
the training overhead to still be unavoidable. There are also methods [39] that
use the completely frozen encoder to extract basic information and, on this basis,
employ additional trainable modelling modules for further reasoning. However,
this approach, while highly efficient in training, comes with a significant com-
promise in accuracy. In contrast to these methods, our approach achieves both
efficiency and effectiveness, surpassing all other paradigms significantly.

3 The Proposed Method

3.1 The Overall Paradigm

Problem Definition. FSAR aims at recognising the classes based on very lim-
ited labelled samples. Following the typical metric learning paradigm, we con-
struct a support set and a query set during each training iteration. Then the
network is trained to classify the query samples into one of the classes from the
support set, taking the support samples as a reference. In the N -way K-shot
task, N denotes the number of selected action labels, and K is the number of
samples corresponding to each category in the support set. The query set con-
tains several unknown samples belonging to given categories. The optimisation
is based on the premise that the query sample is in the same category as the
support sample closest to it. Then the network is trained to enable query samples
to be classified into the correct categories, based on the measured distance to
given support samples. Accordingly, the matching ability learned on the training
set is transferred to the test set for evaluation.
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Overall Architecture. For each iteration, as shown in Fig. 1, our model starts
with the frozen visual encoder to extract the basic visual information from the
given videos, as well as the frozen text encoder to extract the textual information
from the given labels. The extracted features are then used by the image2video
adaption module for spatiotemporal reasoning. For any input video, the multi-
level visual representations are generated by the image2video adaption module.
The modelling process for support and query videos is basically the same. The
first difference is that the text label corresponding to the query is unknown,
so there is no interaction between the corresponding textual information and
query information. Also, the prototype construction is only used on the support
branch to merge the features from the same class, which will be explained later in
Sec. 3.2. Based on the extracted textual and visual representations, the matching
metric is defined. Specifically, the matching process involves comparing visual
information and textual information, as well as comparing the visual information
conveyed by the support and query samples respectively.
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Fig. 2: Skip-Fusion combines the features of different stages by progressive fusion which
is implemented by an efficient spatial-temporal reasoning decoder.

3.2 Image2Video Adaption

Skip-Fusion. Existing methods [36,37] usually perform reasoning based on the
feature obtained from the last layer of the visual encoder. Here we argue that this
paradigm is not necessarily suitable for FSAR because it is difficult to provide
sufficient discriminability. This problem is exacerbated when using frozen CLIP
as the backbone. Motivated by this, we devise a novel block, named skip-fusion,
leveraging the cached features from various stages of the frozen visual encoder
to generate a more dependable representation. On the one hand, features at
different levels focus on different granularities, and therefore a combination of
these features should help to improve the discriminability of the network. On
the other hand, the adaptation conducted on features across different stages
simultaneously facilitates the transformation from CLIP to the current task do-
main, thereby endowing the currently frozen encoder with heightened flexibility.
This idea can be considered as side-tuning, which is an efficient transfer learning
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paradigm that has been proven effective in several tasks [10, 33, 48]. Different
from previous works, a more efficient and compact module will be constructed
here.

As illustrated in Fig. 2, we design a progressive reasoning and fusion module
that takes features from shallow to deep layers into consideration. The details
of feature selection will be discussed in Sec. 4.2. For any selected feature fvl ∈
RT×(P+1)×C , P represents the number of patches, T is the number of frames,
and C is the channel dimension, l is the index of the selected candidate. We fist
fuse fvl with the previous decoded feature fvdl−1 to generate fv

′

l , and then send
the obtained feature into the decoder for parallel spatiotemporal reasoning. If
fvdl−1 does not exist, fv

′

l = fvl. As for the operation inside the decoder, first,
we decompose the class and patch tokens from the current feature. As they
were originally designed [8], class tokens contain global information, and patch
tokens provide the local spatial clues. Here we input the former into the temporal
transformer layer and feed the latter into the spatial transformer layer. The result
is further fused by concatenation along the channel dimension. The fused feature
is then passed through a feed-forward layer to obtain the output. The operation
inside Decoder can be summarised as,

fvdl = Decoder(fv
′

l),

= FFD(Concat[T-MHA(fv
′

l [:, 0]),S-MHA(fv
′

l [:, 1 :])]). (1)

T-MHA and S-MHA are the temporal and spatial multi-head attention opera-
tions, Concat is concatenation along the channel dimension, and FFD represents
the feed-forward operation. The LayerNorm and Residual connection operations
follow the design of ViT [8], which are omitted here for brevity, similar with
Eq. (2) and Eq. (3). Compared with performing spatial and temporal operations
serially, this design is undoubtedly more intuitive and efficient.
Interactive Spatiotemporal Reasoning. As a prerequisite to reasoning, we
construct multi-level features as shown in Fig. 1. The key innovation is decom-
posing the final feature from skip-fusion module into global, patch, and frame
representations. We take the class tokens and patch tokens to directly build
global representation fvg ∈ RT×C and patch representation fvp ∈ RT×P×C re-
spectively. As for the frame-based representation fvf ∈ RT×C , we construct it
by employing an average pooling operation on the spatial dimension of patch
representation. This step provides a more comprehensive perspective on the dif-
ferent representations for the subsequent reasoning and matching by exploiting
their complementarity. Subsequent reasoning is an extremely critical process,
which is something that previous work failed to accomplish [53].

As shown in the left of Fig. 3, the customised reasoning operation is per-
formed on the extracted multi-level features. Specifically, for the global feature,
we simply perform temporal reasoning along the temporal dimension. Subse-
quently, the resulting feature is concatenated with the patch-based feature along
the spatial dimension, and the newly generated feature is sent into a spatial
reasoning block. We fuse the frame-based feature with the pooled patch feature
and then use it as the feature for reasoning along the temporal dimension. This
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Fig. 3: The Image2Video adaption mechanism. Interactive Spatiotemporal Reasoning
(left) and Text-Guided Temporal Reasoning (right). The above reasoning modules are
conducted on multi-level representations, therefore greatly increasing the discriminabil-
ity.

process can be summarised as follows,

ivg = FFD(T-MHA(fvg)),

ivp = FFD(S-MHA(Concat[ivg, fvp]))[:, 1 :],

ivf = FFD(T-MHA(S-GAP(ivp) + fvf )). (2)

S-GAP represents the global average pooling on the spatial dimension. The other
symbols are similar with Eq. (1). The interactive mechanism invoked within the
reasoning operation ensures that the complementary sources of information flows
are fully aggregated.
Text-Guided Temporal Reasoning. Following the mainstream methods [30,
36], instead of retaining sample-based features for the support branch, we con-
struct the category-based prototype representation by merging the video features
from the same class. Based on given feature iv, the prototype representation
pvn = 1

K

∑K
k=1 ivkn, with n and k the index of categories and samples. To

exploit the powerful visual-text modelling ability of CLIP fully, we investigate
the effect of integrating text information into the current multi-level features
corresponding to the support video. Specifically, the text information is first
fused with multi-level features respectively, and then the output is sent into the
temporal reasoning block, as shown in the right of Fig. 3. The aforementioned
operation for each feature stream can be generally summarised as follows,

Q = Sum[pv, ft],K = V = Concat[pv, ft],

gv = FFD(CT-MHA(Q,K, V )),
(3)

where ft ∈ RC is the extracted textual feature from frozen text encoder, and
CT-MHA is the cross temporal multi-head attention. It should be noted that
since the dimensions of pv and ft are not consistent, we need to first expand or
repeat the specific dimensions of ft before fusion. For example, for class-based
and frame-based features, before the summation and concatenation, we expand
the shape of ft in the temporal dimension. The resulting feature shape will be
T × C. A similar operation is applied to the token-based representation.
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As for the feature in the query branch, we directly apply the temporal rea-
soning operation on it, where the operation consists of a temporal multi-head
attention operation followed by a feed-forward operation.

3.3 Multi-level Matching Metric

Cross-Modal Similarity Assessment. As shown in Fig. 1, we measure the
correlation between the text features and visual signals with the cosine similarity.
Here we general denote the features after interactive reasoning as IV, the textual
features extracted by frozen text encoder as FT . Then the correlation DVT
can be obtained by Similarity(IV,FT ). Given tensor A and B, the similarity
matrix between A and B can be generated by A·B

||A||×||B|| . Based on this definition,

we can have Dg
VT , Dp

VT and Df
VT for global, patch, and frame representations.

Considering the characteristics of the different representations, we propose a
novel selective mechanism to generate the probability distribution,

Pg
VT = SoftMax(T-GAP(Dg

VT )),

Pp
VT = SoftMax(T-GAP(S-GAP(Top-K(Dp

VT ))),

Pf
VT = SoftMax(T-GAP(Top-M(Df

VT ))). (4)

Similar with Eq. (2), T-GAP is the global average pooling on the temporal
dimension. Specifically, we directly use the pooling operation in the temporal
dimension for the global-based similarity. For path-based similarity, we first se-
lect the TOP-K (K = 49) tokens and employ a spatial and temporal pooling
operation. As for the frame-based similarities, the TOP-M (M = 2) selection is
performed in the temporal dimension, followed by the pooling operation.
Support-Query Matching. Here we calculate the distance between support
and query samples as

PSQ = SoftMax(OTAM(GVS ,GVQ)). (5)

OTAM [3] is adopted in our method as the temporal distance measurement. GVS
and GVQ represent the final visual feature for the support and query videos.
Loss and Prediction. Considering the training set does not share the same
label space as the test set, it would be inappropriate to classify the query videos
into the original category labels. For this reason, we construct the local label set
for loss calculation. Specifically, for the N categories involved in each iteration,
we recode them from 0 to N − 1. The aim is to learn a more robust matching
mechanism. The cross-entropy loss is used for the loss calculation.

L = Lg
VT + Lp

VT + Lf
VT + Lg

SQ + Lp
SQ + Lf

SQ,

P = Pg
VT + Pp

VT + Pf
VT + Pg

SQ + Pp
SQ + Pf

SQ. (6)

LVT represents the loss for cross-modal similarity assessment; and LSQ corre-
sponds to the matching for support-query sets. The training is guided by the
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Table 2: The impact of each component under 5-way 1-shot evaluation on SSv2-Small
dataset. 1 Only a trainable fully connected layer is added after the Frozen-CLIP as the
classification layer.

(a) Multi-Level& Post-Reasoning.

Multi-Level Post-reasoning SSv2-Small
✗ ✗1 41.0
✗ ✓ 51.6
✓ ✓ 57.1

(b) Matching Metrics.

Text-Visual Support-Query SSv2-Small
✗ ✓ 56.1
✓ ✓ 57.1

(c) The details of Post-Reasoning.

Skip-Fusion Interactive Reasoning Text-guided Reasoning SSv2-Small
✗ ✗ ✓ 52.4
✗ ✓ ✓ 54.1
✓ ✗ ✓ 55.8
✓ ✓ ✓ 57.1

sum of those loss functions on multi-level representations. Similarly, the final
decision takes into account the similarity between vision and text, as well as the
matching between the support and query sets. That is, the final classification
score P can be obtained by Eq. (6). In the evaluation phase, only the score
corresponding to the query set is counted during the calculation of P.

4 Experiments

4.1 Datasets and Implementation Details

We select temporal-related datasets: SSV2 (Something-Something V2) Small&Full
[11], and spatial-related datasets: K400 (Kinetics-400) [4], HMDB-51 [16], UCF-
101 [31] for evaluation. The implementation details follow the CLIP-FSAR [36].
Please find more details in the supplementary material.

4.2 Ablation Studies

In this subsection, we first quantitatively analyse the merits of each innovation
and the design details. We also conduct extensive comparisons with mainstream
paradigms in terms of efficiency and effectiveness.
The impact of each component on accuracy. From Table 2a, with frozen
CLIP as the feature extractor, and adding only a trainable fully connected layer
as the classification layer, the accuracy is only 41% on SSv2-Small. When post-
reasoning is introduced, the accuracy increases by 10.6%. After extending the
whole framework to be multi-level, we achieve 57.1% in accuracy. These results
demonstrate the effectiveness of post-reasoning and multi-level mechanisms. In
Table 2b, we explore the impact of different matching metrics on the final perfor-
mance. The results prove that the method of combining text-vision and support-
query matching achieves the optimal result. We further evaluate the effectiveness
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Table 3: Details of the designed module on SSV2-small, 5way-1shot.

(a) Multi-Level Representa-
tion.

Global Only 51.6
Global&Patch 55.4

Global&Patch&Frame 57.1

(b) Skip-Fusion.

Attention Spatial Only 54.4
Spatial&Temporal 57.1

Layer
{6,12} 55.4

{4,8,12} 57.1
{3,6,9,12} 56.2

(c) Interactive Spatiotemporal
Reasoning.

Interactive-1 Interactive-2
✗ ✗ 55.4
✗ ✓ 56.1
✓ ✗ 56.3
✓ ✓ 57.1

(d) Text-guided Temporal Reason-
ing.

Cross
No Q-Fusion 56.5

No KV-Fusion 56.3
Default Fusion 57.1

Without Text-Guided 55.5

(e) Matching Metrics.

Selective Mechanism

Text-Visual ✗ 56.4
✓ 57.1

Support-Query ✗ 57.1
✓ 56.5

of each component of post reasoning, as shown in Table 2c. We observe that the
accuracy drops a lot with the skip-fusion and interactive reasoning (from 57.1%
to 52.4%) removed. After adding the interactive reasoning, the performance im-
proves by 1.7%; with skip-fusion, the performance improves another 1.7%. The
final design incorporating these three modules achieves optimal performance.
The Design Details for Each Module. In this part, we analyse the design
details, as summarised in Table 3. First of all, regarding the muti-level repre-
sentation, from Table 3a, when we use the global representation only, same with
previous mainstream methods, the performance is only 51.6%. When it comes
to Global&Patch, that means the local information is preserved, and we gain
a significant improvement. Note, the combination of global, patch, and frame
achieves an accuracy of 57.1%. These results prove the merit of each representa-
tion. For the skip-fusion block, as summarised in Table 3b, the parallel spatial-
temporal modelling is beneficial. As for the choice of cached features, the com-
bination of features from the {4, 8, 12}_th layers of the visual encoder achieves
the best result in accuracy. As for the interactive spatiotemporal reasoning, we
introduced two interactions in this process, i.e. interaction between global and
patch (Interactive-1), and interaction between patch and frame (Interactive-2),
as shown in Fig. 3. As shown in Table 3c, dropping any of them results in per-
formance degradation. In Table 3d, we explore the impact of different designs
of text-guided temporal reasoning on performance. The results show that the
combination of Q-Fusion and KV-Fusion, as shown in Eq. (3), leads to better
performance, and it is beneficial to keep the text guidance for the support sam-
ples. As mentioned in Sec. 3.3, we use selection mechanisms in the fusion of the
matching scores. The results reported in Table 3e demonstrate that the selective
mechanism only works on text-visual matching. This is because the support-
query matching is based on OTAM, which is a frame-level matching metric, so
the reduction in the number of frames may lead to a performance compromise.
An Effectiveness Analysis. In order to demonstrate the effectiveness and
efficiency of EMP-Net, we conduct comparisons from multiple perspectives with
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Table 4: A comparison with the previous SOTA under different paradigms on SSv2-
Small. The experimental results are obtained using GeForce RTX 3090, implemented
by PyTorch under the same code framework.

(a) Comparison EMP-Net with existing paradigm on CLIP-FSAR with different frames.

Method Backbone Tune Param Frame Time/Iter GPU Memory AccuracyTrain Test

CLIP-FSAR

Trainable CLIP 89M 2 0.46s 0.08s 15,821MiB 43.5%
4 - - OOM -

Adapter CLIP 4M
2 0.46s 0.08s 12,423MiB 45.1%
4 0.78s 0.14s 21,719MiB 51.6%
8 - - OOM -

Frozen CLIP 3M
2 0.26s 0.08s 3,967MiB 44.2%
4 0.42s 0.14s 4,897MiB 48.7%
8 0.75s 0.25s 6,799MiB 50.1%

EMP-Net Frozen CLIP 7M
2 0.34s 0.08s 4,365MiB 44.8%
4 0.54s 0.14s 5,717MiB 52.2%
8 1.02s 0.26s 8,565MiB 57.1%

(b) Comparison EMP-Net with existing paradigm on CLIP-FSAR with different shots and
backbones.

Method Shot Encoder Time/Iter GPU Memory AccuracyTrain Test

EMP-Net

1
CLIP-ViT-B/16

1.02s 0.26s 8,565MiB 57.1%
5 2.32s 0.68s 11,119MiB 65.7%
10 3.94s 1.24s 15,795MiB 68.5%

1 CLIP-ViT-B/32 0.92s 0.23s 4,293MiB 54.4%
CLIP-ViT-B/16 1.02s 0.26s 8,565MiB 57.1%

existing SOTA, as summarised in Table 4. In Table 4a, we evaluate CLIP-FSAR
under several different paradigms and compare those results with the proposed
EMP-Net. We find that when using a trainable CLIP as the backbone for CLIP-
FSAR, the training with more than 2 frames would cause the OOM error. When
changing the training paradigm to adapter CLIP, the GPU memory compared
with the trainable CLIP under the same setting reduces to a certain extent, but
the saving is very limited. The GPU "out of memory" issue happens again when
the input exceeds 8 frames under the adapter CLIP paradigm. Compared with
those two paradigms, when we adopt the frozen CLIP, training cost drops a lot,
but at the cost of a huge performance drop. The performance of CLIP-FSAR
under frozen CLIP with 8 frames is even worse than that of adapter CLIP
with 4 frames (50.1% vs. 51.6%). Compared with these paradigms, EMP-Net
strikes a perfect balance between accuracy and the training overhead. EMP-Net
only costs 8,565 MB GPU memory when taking 8 frames as input, which is
significantly lower than CLIP-FSAR with the trainable or adapter CLIP. When
comparing only the frozen CLIP as the backbone, EMP-Net achieves higher
accuracy than CLIP-FSAR, while only requiring a very limited increase in the
training overhead. As for the testing phase, EMP-Net basically does not increase
the computing overhead.

We also evaluate the performance of EMP-Net under different settings. From
Table 4b, as we demonstrated previously, EMP-Net achieves 57.1% under 1-shot
evaluation. When it comes to 5 and 10 shots, our method further pushes the
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Table 5: A comparison with the previous SOTA methods on temporal-related datasets.
"*" represents the result implemented by [36].

Method Reference Pre-training SSv2-Small SSv2-Full
1-shot 5-shot 1-shot 5-shot

MatchingNet [35] NeurIPS(16) INet-RN50 31.3 45.5 - -
MAML [9] ICML(17) INet-RN50 30.9 41.9 - -

CMN++ [54] ECCV(18) INet-RN50 - - 34.4 43.8
OTAM [3] CVPR(20) INet-RN50 36.4 48.0 42.8 52.3

ITANet [52] IJCAI(21) INet-RN50 39.8 53.7 49.2 62.3
TRX [25] CVPR(21) INet-RN50 36.0 56.7* 42.0 64.6
TA2N [18] AAAI(22) INet-RN50 - - 47.6 61.0
STRM [34] CVPR(22) INet-RN50 37.1 55.3 43.1 68.1

MTFAN [43] CVPR(22) INet-RN50 - - 45.7 60.4
HyRSM [38] CVPR(22) INet-RN50 40.6 56.1 54.3 69.0

HCL [53] ECCV(22) INet-RN50 38.7 55.4 47.3 64.9
Huang et al. [13] ECCV(22) INet-RN50 38.9 61.6 49.3 66.7
Nguyen et al. [22] ECCV(22) INet-RN50 - - 43.8 61.1

SloshNet [46] AAAI(23) INet-RN50 - - 46.5 68.3
MoLo (OTAM) [37] CVPR(23) INet-RN50 41.9 56.2 55.0 69.6
CLIP-Freeze [27] ICML(21) CLIP-ViT-B/16 29.5 42.5 30.0 42.4

CapFSAR (OTAM) [39] arXiv(23) BLIP-ViT-B/16 45.9 59.9 51.9 68.2
CLIP-FSAR [36] IJCV(23) CLIP-ViT-B/16 54.6 61.8 62.1 72.1

D2ST-Adapter [24] arXiv(23) CLIP-ViT-B/16 55.0 69.3 66.7 81.9
CLIP-CPM2C [12] arXiv(23) CLIP-ViT-B/16 52.3 62.6 60.1 72.8

EMP-Net Ours CLIP-ViT-B/16 57.1 65.7 63.1 73.0

accuracy to 65.7% and 68.5%. For completeness, we also report the performance
of EMP-Net using different ViT models as the encoder. From Table 4b, larger
models lead to a better performance in accuracy. However, it is worth noting that
when using ViT-B/32, EMP-Net can still achieve 54.4% in accuracy with much
lower GPU memory, which is much better than other paradigms from Table 4a.

4.3 A Comparison with the State-of-the-Art Methods

To validate the performance of our method, we chose multiple benchmarks to
compare EMP-Net with the mainstream methods under 1-shot and 5-shot set-
tings. The experimental results are summarised in Table 5 and Table 6. Espe-
cially, we compare our methods with several multi-modal pre-trained methods,
including: trainable-based methods: CLIP-FSAR, CLIP-CPM2C; adapter-based
method: D2ST-Adapter; frozen-based methods: CLIP-Freeze, CapFSAR.

On the temporal-related dataset, i.e. SSv2-Small and SSv2-Full, our method
achieves significant improvement. From Table 5, we can see that: EMP-Net se-
cures a huge lead when compared with the methods pre-trained on INet-RN50,
which proves that our method takes advantage of the CLIP model; Given the
same pre-trained model, EMP-Net achieves better performance compared with
CLIP-FSAR; Compared to other frozen-based methods (CLIP-Freeze and CapF-
SAR), EMP-Net secures significant improvements, which proves that our method
is more effective in feature utilisation under similar conditions. On the spatial-
related datasets, i.e. HMDB-51, UCF-101, and K400, EMP-Net reaches the same
level as other methods. The performance of our methods is slightly lower than
other trainable and adapter based CLIP paradigms. However, it is worth not-
ing that our method has a huge efficiency advantage over trainable and adapter
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Table 6: A comparison with the previous SOTA methods on spatial-related datasets.
"*" represents the result implemented by [36].

Method Reference Pre-training HMDB-51 UCF-101 K400
1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

MatchingNet [35] NeurIPS(16) INet-RN50 - - - - 53.3 74.6
MAML [9] ICML(17) INet-RN50 - - - - 54.2 75.3

ProtoNet [30] NeurIPS(17) - 54.2 68.4 74.0 89.6 64.5 77.9
TARN [2] BMVC(19) INet-RN50 - - - - 64.8 78.5
ARN [51] ECCV(20) - 45.5 60.6 66.3 83.1 63.7 82.4
OTAM [3] CVPR(20) INet-RN50 54.5 68.0 79.9 88.9 72.2* 84.2*

ITANet [52] IJCAI(21) INet-RN50 - - - - 73.6 84.3
TRX [25] CVPR(21) INet-RN50 53.1 75.6 78.2 96.1 63.6 85.9
TA2N [18] AAAI(22) INet-RN50 59.7 73.9 81.9 95.1 72.8 85.8
STRM [34] CVPR(22) INet-RN50 52.3 77.3 80.5 96.9 62.9 86.7

MTFAN [43] CVPR(22) INet-RN50 59.0 74.6 84.8 95.1 74.6 87.4
HyRSM [38] CVPR(22) INet-RN50 60.3 76.0 83.9 94.7 73.7 86.1

HCL [53] ECCV(22) INet-RN50 59.1 76.3 82.5 93.9 73.7 85.8
Huang et al. [13] ECCV(22) INet-RN50 60.1 77.0 71.4 91.0 73.3 86.4
Nguyen et al. [22] ECCV(22) INet-RN50 59.6 76.9 84.9 95.9 74.3 87.4

SloshNet [46] AAAI(23) INet-RN50 59.4 77.5 86.0 97.1 70.4 87.0
MoLo (OTAM) [37] CVPR(23) INet-RN50 59.8 76.1 85.4 95.1 73.8 85.1
CLIP-Freeze [27] ICML(21) CLIP-ViT-B/16 58.2 77.0 89.7 95.7 78.9 91.9

CapFSAR (OTAM) [39] arXiv(23) BLIP-ViT-B/16 65.2 78.6 93.3 97.8 84.9 93.1
CLIP-FSAR [36] IJCV(23) CLIP-ViT-B/16 77.1 87.7 97.0 99.1 94.8 95.4

D2ST-Adapter [24] arXiv(23) CLIP-ViT-B/16 77.1 88.2 96.4 99.1 89.3 95.5
CLIP-CPM2C [12] arXiv(23) CLIP-ViT-B/16 75.9 88.0 95.0 98.6 91.0 95.5

EMP-Net Ours CLIP-ViT-B/16 76.8 85.8 94.3 98.2 89.1 93.5

methods, as shown on 4. Compared with other frozen-based methods, i.e. CLIP-
Freeze and CapFSAR, our method still has obvious advantages.

Overall, compared with all other paradigms, our method achieves the best
balance between accuracy and training overhead.

5 Conclusion and Limitations

To construct an effective solution for efficient FSAR, this paper presented EMP-
Net, which combines multi-level representation and post-reasoning mechanism.
EMP-Net includes the following innovations: Firstly, we proposed an effective do-
main transfer strategy, namely image2video adaption, which uses a completely
frozen CLIP to provide rich prior knowledge. To expand the capacity and dis-
criminability of the model, the reasoning and inference are performed in a multi-
level manner. We also integrated text-to-visual matching and support-to-query
matching on multi-level representations to enable a trustworthy inference. By
combining the aforementioned designs, the proposed method significantly out-
performed the latest frameworks in training overhead and accuracy.

Meanwhile, although our method achieves leading performance, there are still
potential parts for improvement, including (1) Scalability : Our solution is based
on Transformer and as such it is difficult to extend it to CNN-based structures.
(2) Flexibility : EMP-Net does not consider the adaptive utilisation of different
levels of information, which should theoretically yield higher results.
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