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Abstract. Depth completion is the task of generating a dense depth
map given an image and a sparse depth map as inputs. In this paper,
we present OGNI-DC, a novel framework for depth completion. The key
to our method is “Optimization-Guided Neural Iterations” (OGNI). It
consists of a recurrent unit that refines a depth gradient field and a
differentiable depth integrator that integrates the depth gradients into
a depth map. OGNI-DC exhibits strong generalization, outperforming
baselines by a large margin on unseen datasets and across various sparsity
levels. Moreover, OGNI-DC has high accuracy, achieving state-of-the-
art performance on the NYUv2 and the KITTI benchmarks. Code is
available at https://github.com/princeton-vl/OGNI-DC.
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1 Introduction

Depth completion is the task of predicting a pixel-wise depth map from a single
RGB image and known sparse depth. The sparse depth can come from depth sen-
sors such as Lidar [8,45] and structured light [32], or multiview systems such as
SLAM or Structure-from-Motion [47]. Depth completion has important applica-
tions such as autonomous driving [3,9], robotics [19], and augmented reality [12].

For a depth completion system to be maximally useful, it needs to be not
only accurate but also robust, meaning that it continues to perform well even
with large distribution shifts in input, such as the type of scenes and the sparsity
patterns of known depth. Such robustness is desirable because it allows a single
system to perform well across a wide range of conditions.

However, achieving both accuracy and robustness at the same time remains
challenging. Early works [10, 23, 52] on depth completion formulate it as an
optimization problem with hand-crafted energy terms. Specifically, Zhang et
al . [52] propose to solve a global optimization problem, where the depth needs
to agree with the sparse observations at valid locations while being constrained
by surface normals and local smoothness. While optimization-based approaches
exhibit strong cross-dataset generalization, they are not accurate enough.

More recent methods are based on deep learning [4, 20, 33, 48, 53, 56] and
usually directly regress depth values with deep neural networks. Such methods
achieve impressive accuracy on benchmarks such as NYUv2 [32] and KITTI [45]
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Fig. 1: The overall pipeline of OGNI-DC. We first extract features at 1/4 resolution
from the concatenation of the image and the sparse depth map. After that, a ConvGRU
iteratively refines a depth gradient field based on current predictions, and the DDI
(Sec. 4) integrates the depth gradient field into an intermediate depth map. Finally,
we up-sample the intermediate depth map and enhance it with a Spatial Propagation
Network (SPN) [20] to get the full-resolution depth map.

when trained with data of the same domain. However, the models are not robust
to shifts in scene distributions or sparsity patterns of known depth, and often
fail catastrophically when tested on new datasets, especially those with different
depth ranges or sparsity levels [2, 7].

In this paper, we propose a novel depth completion method, OGNI-DC, which
achieves both the superior accuracy of deep neural networks and the robustness
of optimization-based approaches. The core of our method is “Optimization-
Guided Neural Iterations” (OGNI); it consists of a recurrent network that iter-
atively refines a field of depth gradients (i.e., depth differences between neigh-
boring pixels) and a novel Differentiable Depth Integrator (DDI) that integrates
the depth gradients into a dense depth map. In OGNI-DC, refinement and in-
tegration are tightly coupled, meaning that the neural refinement of the depth
gradients depends on the current depth integration result, and depth integration
is guided by the neural refinement.

DDI is the key to our design. DDI integrates the depth gradients into a
depth map while satisfying the boundary conditions set by the sparse depth ob-
servations. DDI is differentiable, meaning that the errors on the predicted depth
map can be back-propagated to the depth gradients, making the full pipeline
end-to-end trainable.

DDI improves robustness by exploiting the fact that depth can be recovered
from depth gradients and known sparse depth through optimization. Such opti-
mization explicitly constrains the depth to be consistent with the sparse depth,
and thus enables the model to easily adapt to varying patterns of sparse depth ob-
servations without retraining. In addition, unlike metric depth prediction which
usually requires reasoning on the entire image, depth gradients can often be in-
ferred from a local window and are thus easier to predict. An easier learning
task leads to better generalization given the same amount of training data.
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Another important design is recurrent refinement through a convolutional
gated recurrent unit (ConvGRU). We feed the integration result from the pre-
vious step back to the ConvGRU, which then refines the depth gradients. The
recurrent refinement makes the network aware of the consequences of its depth
gradients outputs and thus provides stronger guidance and regularization.

The design of OGNI-DC is substantially different from the previous deep-
learning-based depth completion methods. First, instead of directly predicting
depth, OGNI-DC predicts depth gradients, which is equally expressive but easier
to learn. Second, the constraints on depth from the sparse depth observations are
explicitly enforced, rather than from a brittle, learned identity mapping [33,53].

The high-level idea of OGNI-DC draws inspiration from previous works that
use coupled optimization and iterative refinement, such as DROID-SLAM [43]
and DPVO [44]. However, prior works were limited to multiview tasks, and
we are the first to apply it to a single-view task. Therefore, our designs of the
optimization layer are completely different: our optimization enforces constraints
on depth and depth gradients from a single image, whereas prior works enforce
constraints on depth and pixel correspondences across multiple views.

To prove the effectiveness of our system, we conduct extensive experiments
on common benchmarks. We evaluate the model’s accuracy under both the zero-
shot generalization setting on the DADD [8] and the VOID [47] datasets, as well
as the in-domain setting on the NYUv2 [32] and the KITTI [45] datasets.

OGNI-DC exhibits strong generalization. When trained on NYUv2 [32] and
tested on VOID [47], our model reduces MAE by 35.5% compared to prior works.
Similarly, when trained on KITTI [45] alone, our model reduces RMSE by 25.0%
on DDAD [8] from the best previous model trained on the same data. OGNI-
DC is also robust to the density changes of the sparse depth observations. On
NYUv2 [32], our one single model works the best across a wide density range of
50 ∼ 20 000 points. On KITTI [45], our model trained with 64 Lidar scanning
lines outperforms previous methods by a large margin when tested with 8 ∼ 32
lines, reducing MAE by 25.5% on the 16-Lines input.

Finally, OGNI-DC achieves state-of-the-art in-domain accuracy. It achieves
the best performance on the NYUv2 [32] benchmark, improving RMSE from
0.089m to 0.087m. On the KITTI [45] online benchmark, OGNI-DC outperforms
all previous methods on 3 out of the 4 metrics when trained with an L1 loss.

2 Related Works

2.1 Depth Completion

Deep learning-based methods have achieved impressive accuracy for depth com-
pletion. Early works directly predict depth values from image and sparse depth
inputs [24, 29, 41, 45]. These methods are feed-forward and have difficulties in
reasoning long-range depth dependencies because of the limited receptive field.

To mitigate this issue, more recent works [4–6,13,20,25,33,48] propose a series
of Spatial Propagation Networks (SPNs). SPNs iteratively update the regressed
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depth map based on the predictions of each pixel and its neighbors. Specifically,
NLSPN [33] predicts a non-local neighborhood by utilizing deformable convolu-
tions. DySPN [20] predicts different propagation weights for each iteration and
achieves better performance with fewer iterations and neighbors. BEV@DC [56]
uses 3D SPN on the unprotected Lidar point cloud at training time to regularize
the solution space. Although SPN-based method and OGNI-DC both involve it-
erative updates, they are significantly different: the SPN-based method predicts
depth values and propagation guidance only once, and uses SPN to propagate
depth predictions without explicit constraints around observed locations. In con-
trast, our method predicts depth gradients iteratively based on current depth,
and explicitly enforces the observation constraints through optimization.

A recent work LRRU [46] generates an initial dense depth map with hand-
crafted heuristics instead of neural networks, and propagates the depth values
iteratively through spatially-variant kernels. While both LRRU and our method
avoid direct depth regression, we are different in: 1) LRRU is an SPN variant
that directly propagates depth values, while our recurrent unit performs updates
on the depth gradients and is coupled with DDI to produce depth outputs. 2)
The updates in LRRU are coarse-to-fine instead of recurrent, only being applied
once at each resolution, whereas our recurrent update can be unrolled arbitrary
times at the same resolution.

Several works focus on generalization [2,7,26]. SpAgNet [7] merges the sparse
observations into the multi-resolution depth maps predicted by a network and
can deal with extremely sparse inputs. VPP4DC [2] repurposes a stereo matching
network for depth completion by projecting random patterns onto a virtual
neighboring view, and achieves decent zero-shot performance on the DDAD [8]
and the VOID [47] datasets. The generalization of all these methods comes with
a cost of accuracy, as none of these works achieves comparable performance on
NYUv2 [32] or KITTI [45] as ours. Furthermore, some methods focus on cross-
dataset generalization, while others focus on cross-density generalization, but
none of these methods achieve satisfactory results in both scenarios.

2.2 Geometry Reconstruction from Local Properties

Some prior works propose to solve 3D vision tasks with constraints from lo-
cal properties, such as surface normals [14, 27, 35, 37, 51, 55], occlusion bound-
aries [16, 38, 52], and principle directions [15]. Such local properties are easier
to learn and generalize better to unseen domains, compared to global proper-
ties such as depth [52]. Here we mainly introduce prior works on monocular
depth estimation, as it is the most closely related task. Long et al . [27] employs
the depth-normal constraints by sampling reliable planar regions in the pixel
space. DeepLiDAR [37] predicts surface normals as an intermediate representa-
tion and converts it to depth with a neural network. Compared to them, OGNI-
DC predicts depth gradients instead of normals, as depth gradients are defined
everywhere and are capable of reconstructing scenes with many thin structures
such as trees and fences, whereas surface normals are not defined on occlusion
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boundaries. While depth gradients have been used in previous works as a loss
term [18,39], we are the first to directly predict depth gradients from the network.

Some previous methods solve geometry reconstruction problems with itera-
tive updates [1,21,36,40,42,43]. Among them, GeoNet++ [36] iteratively refines
normal-from-depth and depth-from-normal. IronDepth [1] proposes depth prop-
agation candidates based on local planes defined by the normals. NDDepth [40]
performs contrastive iterative updates on the two depth maps directly predicted
and computed from normals. Compared to ours, none of the iterative units of
these methods involve an optimization-based layer, and cannot be easily ex-
tended to the depth completion task.

Several works utilize optimization-inspired designs to solve various computer
vision tasks [14,22,50]. Specifically, VA-DepthNet [22] solves an integration prob-
lem in the feature space at 1/16 resolution. Compared to them, our DDI layer
solves an optimization problem at a larger scale directly in the depth space.

Some other methods employ coupled iterative refinement and differentiable
optimization [43, 44]. DROID-SLAM [43] iteratively updates the optical flow,
and uses a Dense Bundle Adjustment (DBA) layer to optimize camera poses
and depths. Compared to DROID-SLAM, the nature of the tasks and the de-
signs of our differentiable optimization layers are different. The DBA layer solves
a non-linear optimization problem and performs only two Gauss-Newton steps
at each iteration. Our DDI layer solves a linear least-squares problem and finds
the global minimum through the conjugate gradient method [11]. This difference
is non-trivial and poses additional challenges in the backward pass.

3 Approach Overview

In this section, we describe our depth completion pipeline. Our model takes an
RGB image I ∈ R3×H×W , a sparse depth observation map O ∈ RH×W

+ , and a
mask M ∈ {0, 1}H×W as input, where Mi,j = 1 if and only if there is a valid
observation at location (i, j). Our model outputs a dense depth map D̂ ∈ RH×W

+ .
Our pipeline is illustrated in Fig. 1. There are three main components, i.e., a

backbone for feature extraction, a coupled ConvGRU and DDI for intermediate
depth maps prediction, and an up-sample and enhancement layer that produces
the final depth map. We describe each component below in this section, and
leave the details of DDI to Sec. 4.

3.1 Feature Extraction

We use a deep neural network as the backbone to extract features. The input
to the backbone is the concatenation of the RGB image I and the sparse obser-
vations O. The backbone outputs features at two resolutions: 1/4 resolution for
intermediate depth predictions and full resolution for final depth enhancement:

F̂full, F̂
1
4 = Backbone(I,O). (1)

We use CompletionFormer [53] as our backbone for its state-of-the-art per-
formance. We take the decoder features at the full and 1/4 resolution as outputs.
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3.2 Intermediate Depth Prediction

We predict T intermediate depth maps in an iterative manner, where T is the
total number of steps. In the t-th step, we first predict the depth gradients
Ĝt ∈ R2×H

4 ×W
4 , and then convert Ĝt into an intermediate depth D̂

1
4
t ∈ R

H
4 ×W

4
+

with DDI (see Sec. 4). We describe the details of the two modules below.
Depth Gradients Prediction. This module performs iterative updates on
the depth gradients map through a convolutional gated recurrent unit (Con-
vGRU) [42]. For each step, it predicts a refinement ∆Ĝ which is applied to the
current depth gradients: Ĝt = ∆Ĝ+ Ĝt−1.

This module takes as input the backbone features, the hidden state, the
predicted depth gradients, and the predicted intermediate depth map from the
previous step. It outputs a depth gradients refinement map and an updated
hidden state:

∆Ĝ,ht = ConvGRU(F̂
1
4 ,ht−1, D̂

1
4
t−1, Ĝt−1). (2)

We initialize Ĝ0 as an all 0 tensor, and h0 from a 2-layers CNN. D̂
1
4
t−1 and

Ĝt−1 are encoded by a 2-layers CNN before feeding into the GRU. The network
architecture of ConvGRU is adopted from RAFT [42].
Gradients Integration. We use DDI (see Sec. 4) to integrate the depth gra-
dients and the down-sampled observations into an intermediate depth map:

D̂
1
4
t = DDI(Ĝt,O

1
4 ,M

1
4 ), (3)

where O
1
4 and M

1
4 are obtained by performing an average-pooling on valid pixels

from the observation O and the mask M respectively.
All computations are done at 1/4 resolution. The intermediate depth pre-

diction involves iterative refinements and differentiable integrations, which put
a heavy burden on computation and memory when running at full resolution.
Therefore, 1/4 resolution is a good balance between performance and computa-
tional cost. Fig. 2 illustrates the iterative refinement process.

3.3 Depth Up-sample and Enhancement

We up-sample the intermediate depth map D̂
1
4
t into a full resolution depth map

D̂up
t . We use the convex up-sampling [42], where we predict a mask of shape

(H/4) × (W/4) × (4 × 4 × 9). Each value in D̂up
t is calculated as the convex

combination of the values of its 3× 3 neighbors in D̂
1
4
t .

Finally, we use a spatial propagation network (SPN) to enhance the up-
sampled depth map and get the final prediction D̂t: D̂t = SPN(D̂up

t , F̂full). SPN
helps our model retain high-resolution details, especially at object boundaries.
We use DySPN [20] in our implementation, but our model can also work well with
other SPNs or even without an SPN, because DDI plays the role of propagating
the sparse depth information globally.

At training time, we up-sample and enhance all intermediate depth maps for
supervision. At test time, we only up-sample and enhance the last prediction.
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Fig. 2: We demonstrate the effectiveness of our iterative refinement. The depth and the
gradients predictions in the highlighted areas gradually improved. Red means negative
gradients and green means positive gradients. Brighter colors mean larger absolute
values. Some ground truths are missing in the gradients map due to incomplete depth.

3.4 Loss Functions

We supervise the final outputs {D̂1, · · · , D̂T } at all iterations. We also su-
pervise the up-sampled depth maps {D̂up

1 , · · · , D̂up
T } and the depth gradients

{Ĝ1, · · · , ĜT }. Given a ground-truth depth map D, we compute the ground-
truth depth gradients G by down-sampling D and taking its finite difference.

We supervise D̂ and D̂up with a combination of an L1 and an L2 loss, and
Ĝ with an L1 loss. We use a loss decay γ = 0.9 and λ = 1.0 in all experiments:

LD =

T∑
t=1

γT−t

(∥∥∥D̂t −D
∥∥∥2
2
+
∥∥∥D̂t −D

∥∥∥
1
+

∥∥∥D̂up
t −D

∥∥∥2
2
+

∥∥∥D̂up
t −D

∥∥∥
1

)
,

(4)

LG =

T∑
t=1

γT−t
∥∥∥Ĝt −G

∥∥∥
1
, L = LD + λ · LG. (5)

4 Differentiable Depth Integrator (DDI)

In this section, we introduce our differentiable depth integrator (DDI), which
converts the predicted depth gradients and the given sparse observations into a
depth map. We define DDI as a function:

D̂ = DDI(Ĝ,O,M). (6)

Let H ×W be the depth map resolution. Ĝ = {Ĝx, Ĝy} ∈ R2×H×W is the
predicted depth gradients along the x and y directions. O ∈ RH×W

+ is the sparse
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depth observations and M ∈ {0, 1}H×W is its corresponding mask. D̂ ∈ RH×W
+

is the predicted depth map.
DDI is the key to achieving strong generalization and high accuracy, as it

explicitly enforces the predicted depth map to be consistent with the sparse
observations, introducing a strong inductive bias to the network. Moreover, DDI
is differentiable, allowing us to train the network end-to-end.
Optimization Problem Definition. DDI solves a 2D numerical integration
problem, integrating depth gradients into depth with boundary conditions set by
the sparse observations. We formulate depth integration as a linear least squares
problem with two energy terms:

D̂ = argmin
D

(
EG(D, Ĝ) + α · EO(D,O,M)

)
, (7)

where EG(·) corresponds to the gradient conditions, EO(·) corresponds to the
observation conditions, and α is a hyperparameter balancing the relative impact
of the two terms. The performance of OGNI-DC is not sensitive to α and we use
α = 5.0 for all experiments.

EG(·) encourages the finite differences between neighboring pixels in D to be
close to the predicted depth gradients Ĝ:

EG(D, Ĝ) =

W∑
i=2

H∑
j=1

(
Di,j −Di−1,j − Ĝx

i,j

)2

+

W∑
i=1

H∑
j=2

(
Di,j −Di,j−1 − Ĝy

i,j

)2

.

(8)
EO(·) encourages the predicted depth values to be consistent with the sparse

observations at valid locations:

EO(D,O,M) =

W∑
i=1

H∑
j=1

Mi,j · (Di,j −Oi,j)
2. (9)

We model the observation conditions as energy terms rather than hard con-
straints for two reasons. 1) The optimization problem with soft constraints can
be solved more efficiently. 2) The sparse observations can contain noise, such as
the bleeding artifacts caused by blended foreground and background depth in
KITTI [45]. We solve this problem by predicting a confidence map for the sparse
depth input, which allows DDI to ignore noisy sparse depth values. We omit it
here for brevity. Please refer to the Appendix for details.
Conjugate Gradient Solver. We rewrite Eq. (7) in the matrix form of linear
least squares:

D̂ = argmin
D

∥∥∥∥∥∥∥∥∥∥∥∥∥


∆x

∆y

diag
(√

α ·M
)


︸ ︷︷ ︸
A

D−


Ĝx

Ĝy

√
α ·M ·O


︸ ︷︷ ︸

b

∥∥∥∥∥∥∥∥∥∥∥∥∥

2

2

, (10)
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where ∆x is the finite difference operator in the x direction, i.e., (∆x ◦D)i,j =
Di,j −Di−1,j , and ∆y is defined accordingly. The bar ( · ) over a matrix or an
operator means the flattened version of it.

Eq. (10) has the closed-form solution of D̂ = (A⊺A)−1A⊺b. However, solving
D̂ by directly computing (A⊺A)−1 is intractable for high-resolution images, as
A⊺A is a giant matrix with shape HW ×HW . Therefore, we use the conjugate
gradient method [11] to solve it efficiently. Note that neither A nor A⊺A needs
to be explicitly stored, as we only need to implement its matrix multiplication
with a vector. All operations are implemented in PyTorch [34] and naturally
support GPU acceleration.

Backward Pass. To make DDI differentiable, we have to compute the Jacobian
matrix ∂D̂/∂Ĝ. One option is to trace through the whole conjugate gradient
process in the forward pass. However, the memory cost is intractable as the
number of conjugate gradient steps is large. Instead, we compute ∂D̂/∂Ĝ by the
chain rule:

∂D̂

∂Ĝ
=

∂D̂

∂b
·
∂b

∂Ĝ
, (11)

∂D̂

∂b
= (A⊺A)−1A⊺,

∂b

∂Ĝ
=

IH(W−1) 0 0

0 I(H−1)W 0

⊺

, (12)

where I is the identity matrix. Note again we do not have to explicitly compute
or store ∂D̂/∂b, as we only need its matrix multiplication with a vector. This
can be done effectively using the same conjugate gradient solver as in the forward
pass. Details can be found in the Appendix.

Initialization from Previous Solution. Since we solve the optimization prob-
lem multiple times in each forward and backward pass, each time with slightly
refined depth gradients, the solution from the previous round can be used as an
initial guess to accelerate convergence. This reduces the overall DDI latency by
up to 62.1%. Please see Tab. 5 for detailed analysis of speed.

5 Experiments

5.1 Implementation Details

We implement OGNI-DC in PyTorch [34]. We use the AdamW [28] optimizer
with an initial learning rate of 0.001. We use 5 GRU iterations for all experiments.
On NYUv2 [32], we train the model on a single RTX 3090 GPU for 36 epochs
with a batch size of 12, which takes about 3 days. On KITTI [45], we train the
model on 8×L40 GPUs for 100 epochs with a batch size of 40, which takes about
1 week. Following previous works [41, 46, 54], we average the predictions for the
original and the horizontal-flipped inputs only for the KITTI online submissions.
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Fig. 3: Qualitative comparisons of zero-shot generalization on the VOID [47] and the
DDAD [8] datasets. The sparse depth observations are superimposed on the RGB
images. Compared to baselines, our results are less noisy and sharper at boundaries.

Inspired by previous works [7,26], to make the backbone more robust to depth
density changes, we use a simple random masking technique on the sparse depth
input: at training time, we randomly drop 0 ∼ 100% observed depth values for
50% training samples, and keep the other 50% untouched.

5.2 Datasets and Evaluation Metrics

We evaluate our method on 4 commonly used datasets. To provide good coverage
of both indoor and outdoor scenes, we use NYUv2 [32] and VOID [47] for room
environments, and KITTI [45] and DDAD [8] for autonomous driving environ-
ments. Detailed descriptions of the datasets’ statistics, split, and pre-processing
can be found in the Appendix.
Evaluation Metrics. We evaluate under the standard metrics: Root Mean
Squared Error (RMSE), Mean Absolute Error (MAE), Root Mean Squared Error
of Inverse Depth (iRMSE), Mean Absolute Error of Inverse Depth (iMAE), and
Mean Absolute Relative Error (REL). Definitions can be found in [17].

5.3 Zero-shot Generalization to VOID and DDAD

The generalization to unseen environments is critical to the users of the depth
completion systems. Following VPP4DC [2], we test the zero-shot generalization
of our model in both indoor and outdoor environments. We train models on
NYUv2 [32] and KITTI [45] and test them on VOID [47] and DDAD [8], respec-
tively. We compare against state-of-the-art baselines, including 3 models with
the best in-domain performance [33,46,53], and VPP4DC [2] specially designed
for cross-dataset generalization.
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Table 1: Zero-shot generalization to VOID [47] and DDAD [8]. All metrics in [m].

Train Datasets NYU KITTI
Test Datasets VOID1500 [47] VOID500 [47] VOID150 [47] DDAD [8]
Points/Density 1 500/0.5% 500/0.15% 150/0.05% 5 000/0.21%

Methods RMSE MAE RMSE MAE RMSE MAE RMSE MAE
NLSPN [33] 0.737 0.298 0.802 0.381 0.963 0.492 11.646 4.621
SpAgNet [7] 0.706 0.244 0.752 0.326 0.866 0.408 18.247 9.130
CFormer [53] 0.726 0.261 0.821 0.385 0.956 0.487 9.606 3.328
LRRU [46] - - - - - - 9.164 2.738
VPP4DC [2] 0.800 0.253 0.840 0.307 0.960 0.397 10.247 2.290
Ours 0.593 0.175 0.589 0.198 0.693 0.261 6.876 1.867

Table 2: Robustness to the number of Lidar lines on the KITTI [45] validation set.
All methods have a single model trained with 64 lines. All metrics are in [mm].

Lidar Scans 64-Lines 32-Lines 16-Lines 8-Lines

Methods RMSE MAE RMSE MAE RMSE MAE RMSE MAE
NLSPN [33] 778.0 199.5 1217.2 367.5 1988.5 693.1 3234.9 1491.3
SpAgNet [7] 844.8 218.4 1164.2 339.2 1863.3 606.9 2691.3 1087.2
LRRU [46] 729.5 188.8 1082.9 315.6 1978.5 700.5 3512.8 1624.0
CFormer [53] 741.4 195.0 1241.8 384.9 2236.0 880.4 3638.8 1698.8
Ours 749.8 192.9 1017.2 267.4 1661.8 451.9 2389.8 784.9

Results are shown in Tab. 1. OGNI-DC outperforms baselines by a large
margin on all metrics. On the most challenging VOID150 [47] benchmark (about
0.05% depth coverage), OGNI-DC improves MAE by 34.2% (from 0.397 to 0.261)
compared to the best-performing prior work VPP4DC [2]. On DDAD [8], OGNI-
DC improves RMSE by 25.0% (from 9.164 to 6.876) compared to LRRU [46].
We visualize the depth predictions of different methods in Fig. 3. Compared to
baselines, our method generates sharp and accurate results on DDAD [8] and at
all sparsity levels on VOID [47].

5.4 Robustness to Different Sparsity Levels

Robustness to different sparsity levels is also important for downstream applica-
tions. Previous works [16,53] retrain different models at different sparsity levels.
We find this setting impractical, as the depth density cannot be known a priori
in real testing environments. For example, when the sparse observations come
from a SLAM system [31], the sparsity level can vary drastically from frame to
frame as various numbers of key points are being tracked. Therefore, we want
one model to perform well across all sparsity levels.

We adopt the experiment setup from SpAgNet [7], where all models are
trained under the standard setting (500 points on NYUv2 [32], 64-Lines Lidar
on KITTI [45]), and tested with different sparsity levels. We compare against
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Table 3: Generalization to different sparsity levels on the NYUv2 [32] test set. All
methods have a single model trained with 500 points. The RMSE metric is in [m].
“X+Mask” are the baselines retrained by randomly masking out 0 ∼ 100% of the
sparse depth observations during training.

Samples 20000 5000 1000 500

Methods RMSE REL RMSE REL RMSE REL RMSE REL
NLSPN [33] 0.034 0.004 0.042 0.005 0.071 0.009 0.092 0.012
SpAgNet [7] - - - - - - 0.114 0.015
CFormer [53] 0.203 0.046 0.045 0.005 0.070 0.009 0.090 0.012
NLSPN+Mask 0.796 0.133 0.086 0.013 0.082 0.011 0.103 0.014
CFormer+Mask 0.161 0.022 0.050 0.007 0.075 0.010 0.096 0.013
Ours 0.028 0.003 0.042 0.005 0.070 0.009 0.089 0.012

Samples 200 100 50 5

Methods RMSE REL RMSE REL RMSE REL RMSE REL
NLSPN [33] 0.136 0.019 0.245 0.037 0.431 0.081 1.043 0.262
SpAgNet [7] 0.155 0.024 0.209 0.038 0.272 0.058 0.467 0.131
CFormer [53] 0.141 0.021 0.429 0.092 0.707 0.181 1.141 0.307
NLSPN+Mask 0.142 0.022 0.183 0.031 0.241 0.046 0.728 0.175
CFormer+Mask 0.135 0.021 0.174 0.030 0.227 0.044 0.487 0.129
Ours 0.124 0.018 0.157 0.025 0.207 0.038 0.633 0.171

several baselines, including SpAgNet [7] which is specialized for sparsity gen-
eralization. We build two stronger baselines, where we retrain the NLSPN [33]
and CFormer [53] with the same random masking we use, which we denote as
“X+Mask”.

On KITTI [45], we sub-sample the Lidar points following [16] to 32, 16, and
8 lines. On NYUv2 [32], we test across a wide range of 5 ∼ 20 000 randomly
sampled sparse points. Results are shown in Tab. 2 and Tab. 3.

On KITTI [45], OGNI-DC achives comparable performance as baselines on
64-Lines input and outperforms baselines by a large margin on sparser inputs,
reducing MAE by 25.5% compared to SpAgNet [7] (451.9 versus 606.9) on 16-
Lines input.

On NYUv2 [32], our method works better than baselines under almost all
sparsity levels. Interestingly, our method can also work well with more than 500
points, although it has never seen these cases during training. The generaliza-
tion of CFormer [53] and NLSPN [33] improves with random masking, but is still
worse than ours. Under the extremely sparse case (5 points), our method still
works better than NLSPN [33] and CFormer [53], but slightly worse than SpAg-
Net [7]. That’s probably because the estimation errors on depth gradients can
accumulate in the integration process in large regions without any depth obser-
vations. However, we don’t find this to be a significant limitation of our system,
since these cases are very unlikely in real-world scenarios (e.g ., ORB-SLAM [30]
cannot add new key-frames when it tracks fewer than 50 key-points).
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Table 4: Comparison with prior works on the NYUv2 [32] and KITTI [45] datasets.
We mark the best method in bold and the second-best method with an underline.

Datasets NYUv2 [32] KITTI [45]

Methods RMSE
[m] REL iRMSE

[1/km]
iMAE
[1/km]

RMSE
[mm]

MAE
[mm]

CSPN [5] 0.117 0.016 2.93 1.15 1019.64 279.46
DeepLiDAR [37] 0.115 0.022 2.56 1.15 758.38 226.50
GuideNet [41] 0.101 0.015 2.25 0.99 736.24 218.83
NLSPN [33] 0.092 0.012 1.99 0.84 741.68 199.59
ACMNet [54] 0.105 0.015 2.08 0.90 744.91 206.09
RigNet [49] 0.090 0.012 2.08 0.90 712.66 203.25
DySPN [20] 0.090 0.012 1.88 0.82 709.12 192.71
LRRU [46] 0.091 0.011 1.87 0.81 696.51 189.96
BEV@DC [56] 0.089 0.012 1.83 0.82 697.44 189.44
CFormer [53] (L1) - - 1.89 0.80 764.87 183.88
CFormer [53] (L1 + L2) 0.090 0.012 2.01 0.88 708.87 203.45
Ours (L1) - - 1.81 0.79 747.64 182.29
Ours (L1 + L2) 0.087 0.011 1.86 0.83 708.38 193.20

LRRU

Inputs CFormer

Ours

Fig. 4: Qualitative comparison with LRRU [46] and CFormer [53] on the KITTI [45]
test split. Our method reconstructs the telephone pole better than the baselines.

5.5 In-domain Performance on NYUv2 and KITTI

We compare the in-domain performance of OGNI-DC with other state-of-the-art
methods on the standard NYUv2 [32] and KITTI [45] benchmarks.

Quantitative results are shown in Tab. 4. On the NYUv2 [32] dataset, our
model achieves RMSE of 0.087 and REL of 0.011, the best among all previous
methods. On the KITTI [45] dataset, following CFormer [53], we train two mod-
els, one with only L1 loss and the other with combined L1 +L2 loss. Our model
trained with L1 loss archives the state-of-the-art MAE of 182.29, iRMSE of 1.81,
and iMAE of 0.79. Our model trained with combined L1+L2 loss achieves a bet-
ter RMSE of 708.38, which is close to the prior best-performing model. Note that
in Tab. 4 we disable masking to achieve the best in-domain performance and for
a fair comparison with previous methods. The difference caused by masking is
marginal: our model with masking still archives the state-of-the-art performance
on the NYUv2 [32] with RMSE = 0.089 (see Tab. 3, 500 samples).
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Table 5: We collect statistics with PyTorch Profiler on a L40 GPU under the KITTI
resolution (240× 1216). All metrics are in mm.

Metrics NYUv2 [32] KITTI [45] Inference Time (ms) Mem
(GB)Methods RMSE MAE RMSE MAE Total Backbone GRU DDI

CFormer+DySPN 123.6 43.2 825.1 208.8 268.0 268.0 0.0 0.0 5.4
No DDI 128.6 44.9 824.0 207.5 298.7 256.5 42.2 0.0 5.9
DDI zeros init 112.2 38.0 813.7 205.4 646.5 256.5 50.5 339.5 6.0
DDI pre-filled init 112.2 38.0 813.7 205.4 601.9 256.5 50.5 294.9 6.0
1 GRU iteration 114.0 39.9 820.1 208.8 317.6 256.5 9.8 51.3 5.2
3 GRU iterations 112.4 38.2 818.6 207.8 379.7 256.5 28.8 94.4 5.6
7 GRU iterations 112.3 38.0 811.3 205.5 484.2 256.5 68.0 159.7 6.3
ConvRNN 112.7 38.1 817.7 205.8 408.7 256.5 34.0 118.2 5.6
Cascaded 112.5 37.9 814.4 206.0 444.7 256.5 50.5 137.7 5.9
Ours 112.2 38.0 813.7 205.4 435.8 256.5 50.5 128.8 5.9

Qualitative comparisons on the KITTI [45] test split are shown in Fig. 4. Our
method can reconstruct the thin telephone pole, on which both baselines fail.

5.6 Ablation Studies

To study the effects of the key designs in OGNI-DC, we conduct ablation studies
on the NYUv2 [32] and the KITTI [45] validation set. On KITTI, following
CFormer [53], we train models on 10,000 images. Results are shown in Tab. 5.
CFormer+DySPN. Our model works significantly better than this baseline,
improving the RMSE from 123.6mm to 112.2mm on NYU. Our model requires
slightly more computation than the baseline: the FPS drops by 38% and the
memory usage increases by 10%. We believe our model’s state-of-the-art accuracy
and generalization is worth this trade-off in computation.
DDI. We train a model without DDI, where the ConvGRU directly generates
updates on the depth map. Comparing (No DDI) to ours, DDI significantly im-
proves MAE from 44.9mm to 38.0mm on NYU. We also examine the convergence
speed of DDI using different initialization strategies. Our init. from current solu-
tion (Sec. 4) effectively reduce the DDI latency by 62.1% and 56.3% compared to
init. from zeros and using the heuristic-based pre-filled depth as in LRRU [46].
Iterative Refinement. To prove the effectiveness of iterative refinement, we
unroll the ConvGRU for 1 ∼ 7 times. On NYU, 5 iterations improve MAE from
39.9mm to 38.0mm compared to 1 iteration. Unrolling 7 iterations provides no
further improvements. Therefore, we use 5 iterations as a balance between per-
formance and speed. See Fig. 2 for qualitative effect of the iterative refinement.
ConvGRU To show the advantage of ConvGRU over other iterative designs,
we compare against ConvRNN and a ConvGRU without weighting tying among
iterations (Cascaded). ConvGRU has higher capacity with the gated mechanism
and therefore achieves better performance than ConvRNN. Ours achieves similar
performance with fewer parameters compared to Cascaded.
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