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Abstract. Novel view synthesis has achieved remarkable quality and
efficiency by the paradigm of 3D Gaussian Splatting (3D-GS), but still
faces two challenges: 1) significant performance degradation when trained
with only few-shot samples due to a lack of geometry constraint, and 2)
incapability of rendering at a higher resolution that is beyond the input
resolution of training samples. In this paper, we propose Dual-Lens 3D-
GS (DL-GS) to achieve high-resolution (HR) and few-shot view synthe-
sis, by leveraging the characteristics of the asymmetric dual-lens system
commonly equipped on mobile devices. This kind of system captures the
same scene with different focal lengths (i.e., wide-angle and telephoto)
under an asymmetric stereo configuration, which naturally provides ge-
ometric hints for few-shot training and HR guidance for resolution im-
provement. Nevertheless, there remain two major technical problems to
achieving this goal. First, how to effectively exploit the geometry in-
formation from the asymmetric stereo configuration? To this end, we
propose a consistency-aware training strategy, which integrates a dual-
lens-consistent loss to regularize the 3D-GS optimization. Second, how
to make the best use of the dual-lens training samples to effectively im-
prove the resolution of newly synthesized views? To this end, we design a
multi-reference-guided refinement module to select proper telephoto and
wide-angle guided images from training samples based on the camera
pose distances, and then exploit their information for high-frequency de-
tail enhancement. Extensive experiments on simulated and real-captured
datasets validate the distinct superiority of our DL-GS over various com-
petitors on the task of HR and few-shot view synthesis. The implemen-
tation code is available at https://github.com/XrKang/DL-GS.

Keywords: Novel View Synthesis · 3D Gaussian Splatting · Asymmetric
Dual-lens System · Few-shot Training · Super-resolution

1 Introduction
Novel view synthesis (NVS) aims to generate images at arbitrary viewpoints of a
3D scene, which is a fundamental task in computer vision and finds widespread
applications in mobile scenarios [6,11,26], such as virtual/augmented reality [14,
36] and immersive telepresence [15, 35]. Neural Radiance Field (NeRF)-based
methods [2, 2, 3, 30] have made great success on this task, using the implicit
radiance field for high-fidelity rendering. However, the high training and render-
ing costs of NeRF-based methods limit their applications [17,32,59]. To achieve
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Fig. 1: Left: An asymmetric dual-lens system naturally provides geometric information
and additional HR details for high-quality rendering. Right: Visual comparison of view
synthesis with 5 training samples for 2× SR, where 3D-GS [19] and FSGS [65] employ
HAT [9] for resolution improvement. NeRF-SR [49] directly synthesizes HR views but
fails in this few-shot case. Our method can synthesize HR views with coherent geometry.

real-time and high-fidelity rendering, 3D Gaussian Splatting (3D-GS) [19] has
recently emerged as a powerful paradigm, which replaces the implicit radiance
field of NeRF with an explicit representation based on 3D Gaussians. Despite
achieving effectiveness and efficiency in photo-realistic rendering, two challenges
still hinder the practicality of NVS: 1) A large set of training samples is typically
required, and performance would significantly drop as the number of samples is
reduced [13,42]. 2) The rendering resolution is dependent on the collected sam-
ples, which may not be competent for ultra-high-resolution applications [24,40].

For the first challenge, the few-shot training samples would lead to an in-
correct convergence or optimization failure [57, 59] due to insufficient geometric
constraints. To tackle this challenge, introducing additional geometric informa-
tion for regularization is a promising way [12, 13, 48, 55, 65], such as depth from
COLMAP [37] or depth from a single view. However, the former tends to be
too sparse while the latter could be inconsistent within multiple views due to
the inherent ambiguity of monocular depth estimation [4, 5]. As for the second
challenge, existing methods adopt the idea of super-resolution (SR) to recover
the high-frequency details of synthesized views [49, 58] or introduce additional
high-resolution (HR) images as references to enhance details [18]. However, the
performance of using SR models tends to be limited due to a lack of direct
in-domain guidance, while collecting additional HR reference images could be
inconvenient in practice [23,51].

In this paper, we propose a new solution based on 3D-GS, termed DL-GS,
which leverages the characteristics of the asymmetric dual-lens system for few-
shot view synthesis while overcoming the resolution limitation. Specifically, the
dual-lens system is widely equipped on mobile devices (e.g., smartphones), which
consists of a wide-angle lens with a short focal length and a telephoto lens with a
large focal length, capturing the same scene with different field-of-views (FoVs).
As shown in Fig. 1, the characteristics of this kind of system are well-suited to
address the aforementioned challenges that obstruct the applications of NVS:
1) Combining the wide-angle and telephoto images forms an asymmetric stereo
configuration, which stores the geometric information to facilitate the few-shot
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training. 2) The telephoto images have higher resolution than the wide-angle
ones within the overlapped FoV, naturally providing additional HR guidance to
improve the resolution of newly synthesized views.

Nevertheless, there remain two major technical problems to achieving the
success of DL-GS. At first, exploiting the geometric information from the asym-
metric stereo configuration is non-trivial, since different focal lengths make ex-
plicit disparity estimation difficult. To this end, we design a consistency-aware
training strategy to implicitly exploit the geometry information. Specifically, we
first pre-upsample the wide-angle images to match the resolution of the tele-
photo images within the overlapped FoV. This processing also offers better 3D
Gaussians initialization due to inputting a denser point cloud. Then, we propose
a dual-lens-consistent loss to regularize 3D Gaussians optimization by enforcing
the view consistency between the rendered wide-angle views and the correspond-
ing telephoto views. Meanwhile, we introduce a depth-wise loss to regularize the
non-overlapped area of two lenses, which supervises the distribution difference
between the rendered depth and the estimated depth. As such, we can synthesize
images with accurate geometric structures even using few-shot training samples.

The second problem is how to make the best use of the dual-lens training
samples to refine the newly synthesized views. Although we can directly synthe-
size wide-angle views at the target resolution through the pre-upsampling, they
still lack realistic high-frequency details. To address this problem, we design a
multi-reference-guided refinement module, which first selects proper telephoto
and wide-angle guided images from training samples based on the distance of
camera poses. Then, we exploit the HR guidance from selected telephoto images
through similarity-aware attention, while simultaneously utilizing the multi-view
information of selected wide-angle images with pixel-wise attention. Notably, the
multi-reference-guided refinement is supervised by the self-training scheme with-
out the ground-truth data, making it suitable for practical deployment.

Based on the above designs to effectively utilize information from the dual-
lens system, our DL-GS generates significantly improved view synthesis results
over representative competitors, as shown in Fig. 1. To comprehensively evaluate
the performance of this new solution for NVS, we build a simulated dataset and
a real-captured dataset. For the simulated dataset, we utilize the pseudo stereo
pairs from [47] to generate dual-lens image pairs of forward-facing scenes. For the
real-captured dataset, we collect a set of dual-lens image pairs of static scenes
from different views using an iPhone12, which includes both inward-facing (360°)
and forward-facing scenes. Extensive experiments demonstrate the distinct su-
periority of our DL-GS over various solutions.

Contributions of this paper are summarized as follows:
• We propose a new 3D-GS-based solution for HR and few-shot views syn-

thesis by leveraging the characteristics of the asymmetric dual-lens system.
• We propose a consistency-aware training strategy to exploit the geometric

information of dual-lens pairs for regularizing 3D Gaussians optimization.
• We propose a multi-reference-guided refinement module to enhance newly

synthesized views by making the best use of dual-lens training samples.



4 Ruikang Xu et al.

• Extensive experiments on both simulated and real-captured datasets vali-
date the superiority of our solution over various competitors.

2 Related Work
2.1 Novel View Synthesis

With the fast development of NVS, existing works have achieved real-time and
photorealistic rendering [2,11,19,32]. However, most methods still require plenty
of training samples to render a single scene, while their rendered resolution is
constrained by that of training samples, thereby limiting their practical appli-
cations. Recently, several methods have been proposed to address either of the
two challenges, and here we provide a brief overview of their development.

Few-shot Novel View Synthesis. Few-shot NVS aims to render a scene with
limited training samples [39, 41, 57], and it can be roughly divided into three
classes: Existing works for few-shot NVS can be roughly divided into three
classes: (a) Early methods utilize a large dataset to train a general model, and
then fine-tune the pre-trained model to the target scene, using a few training
samples [8, 59]. However, these methods require large efforts to collect accu-
rate and diverse 3D scenes, and might suffer from the domain gap problem [64]
between the collected dataset and the target scene. (b) Another category of
methods utilizes the geometric or semantic constraints in the appearances of
synthesized views [20,33], but this regularization cannot guarantee the complete
3D geometric reconstruction due to multiple layouts of scenes [50]. (c) Recently
methods estimate the depth map (i.e., using COLMAP [37] or monocular depth
estimation [13,42,50,55,65]) to provides additional geometric information for reg-
ularization and made promising progress. However, depth maps from COLMAP
are too sparse, and those from monocular estimation are inconsistent across mul-
tiple views due to inherent ambiguity, thereby limiting their performance. Dif-
ferent from previous methods, the asymmetric dual-lens system naturally stores
the geometric information to enhance the few-shot training.

High-Resolution Novel View Synthesis. Previous methods have explored gen-
erating HR views through various strategies, such as super-sampling [49], ex-
ploiting external priors from SR models [58], and using additional HR images
as references [18]. Despite the remarkable progress achieved, there are still chal-
lenges in efficiently acquiring and effectively utilizing high-frequency information,
whether from pre-trained SR models or additional HR images. Specifically, the
pre-trained SR models only provide high-frequency hints from extra scenes and
additional HR reference image collection is typically difficult in practical appli-
cations. Moreover, existing works primarily focus on the HR NVS based on the
NeRF paradigm, with few efforts to explore 3D-GS. In this paper, we leverage
the characteristic of asymmetric dual-lens systems, which naturally introduce
HR information for NVS from telephoto images.

2.2 Dual-lens System

The asymmetric dual-lens system consists of two lenses with different focal
lengths to capture the same scene with different FoVs, equipped on most mobile
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devices such as smartphones. This system, also known as the dual-camera/zoomed
system, is typically configured with a wide-angle lens and a telephoto lens. Specif-
ically, the wide-angle lens is the main lens with a short focal length and a large
FoV, while the telephoto lens has a large focal length and a narrow FoV. In
the overlapped FoV, the telephoto lens exhibits higher resolution than the wide-
angle lens, opening possibilities for various applications. Existing works exploit
the characteristics of this kind of system to address different tasks [1,27,31]. For
instance, some works focus on estimating correspondences between the two lenses
within the overlapped FoV [10, 43, 61]. Additionally, dual-lens SR [51, 56, 60, 63]
aims to utilize telephoto images as HR guidance to improve the resolution of
wide-angle images. To the best of our knowledge, our work is the first effort to
leverage the asymmetric dual-lens system to address the task of NVS.

3 Preliminaries
3.1 Background: 3D Gaussian Splatting
3D-GS represents a scene in an explicit paradigm using a set of 3D Gaussians,
where each 3D Gaussian is defined by its mean value µ ∈ R3 and covariance
matrix Σ ∈ R3×3 in the position x ∈ R3 in the 3D space, as

G(x) = e(−
1
2 (x−µ)TΣ−1(x−µ)). (1)

Specifically, Σ is defined by a rotation matrix R and a scale matrix S to ensure
it is positive semi-definite following the physical constraints, as Σ = RSSTRT .
Then, each 3D Gaussian is projected to 2D space for rendering, generating the
corresponding 2D Gaussian with covariance matrix Σ

′ ∈ R2×2. Specifically, Σ
′

is calculated by the world-to-camera matrix W and the Jacobian J of the affine
approximation of perspective projection transformation, as Σ

′
= JWΣWTJT .

In addition, each Gaussian stores an opacity o ∈ R and a view-dependent color
c ∈ R3 represented by the spherical harmonic coefficients.

Each pixel color C ∈ R3 of the synthesized 2D image Î can be computed by
blending N sequential 2D Gaussians overlapping on the pixel, denoted as

C =

N∑
i=1

ciαi

i−1∏
j=1

(1− αj) , (2)

where αi is estimated by its corresponding the opacity and 2D Gaussian, follow-
ing the principle of point-based rendering [19]. After completing the rendering
of all pixels, the 3D Gaussians are optimized by supervising the loss function
LGS , which is calculated by a L1 regularization combined with a D-SSIM [54]
term LSSIM , denoted as

LGS = (1− λ)L1(I, Î) + λLSSIM (I, Î), (3)
where Î is the synthesized view and I is the ground-truth data, and λ = 0.2.

3.2 Problem Formulation
Problem 1: Few-shot Training Samples. To represent a scene, vanilla 3D-GS re-
quires a dense set of training samples to optimize the 3D Gaussians [19, 65].
However, collecting plenty of training samples is difficult and inconvenient for
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Fig. 2: Overview of DL-GS. Consistency-aware training is designed to optimize 3D
Gaussians with few-shot training samples by elaborated regularization terms. Multi-
reference-guided refinement aims to exploit the guidance information from the training
sample for enhancing the newly synthesized views, overcoming the resolution limitation.

users. The performance will significantly drop when the number of samples is
reduced to a few (≤ 20), since the lack of geometric constraints would lead the
model to optimization failure or overfit on limited data [33,42,59]. To overcome
this problem, an alternative way is incorporating the additional geometric infor-
mation for regularization in the optimization process [13, 50, 65]. In this paper,
we leverage the inherent geometric information from the dual-lens system as
regularization to facilitate the few-shot training.
Problem 2: Resolution Limitation. To obtain the 3D representation, vanilla 3D-
GS is optimized by the image-level reconstruction loss as Eq. 3. This form of
supervision constrains the resolution of synthesized views to the same as that of
the training samples, which may not be competent for ultra-high-resolution ap-
plications [24,40]. An effective formulation to address this problem is introducing
additional HR guidance to reconstruct the synthesized views [18, 23, 49, 51]. In
this paper, we select guided images from dual-lens training samples, and then
exploit their information to reconstruct the synthesized views.

4 Dual-lens Gaussian Splatting
4.1 Motivation and Overview
We propose a new solution based on 3D-GS, termed DL-GS, which leverages the
characteristics of the asymmetric dual-lens system to achieve few-shot view syn-
thesis while exceeding the resolution limitation of training samples. It consists of
two key components: a consistency-aware training strategy to regularize the 3D-
GS optimization, and a multi-reference-guided refinement module to reconstruct
the newly synthesized views. The overview pipeline of DL-GS is in Fig. 2.

Given a set of wide-angle images {Ii}Mi=1 along with their corresponding tele-
photo images {Ti}Mi=1 (M is the number of training samples), we first optimize
3D-GS by our consistency-aware training strategy to address the few-shot train-
ing. Specifically, our training strategy utilizes the inherent geometric information
of the dual-lens system as regularization for few-shot training. However, exploit-
ing the geometric information is challenging, since the different focal lengths of
the two lenses result in the stereo configuration exhibiting resolution asymmetry
and being limited to the overlapped FoV area. To address this challenge, our
proposed training strategy optimizes 3D-GS by introducing dual-lens-consistent
and depth-wise losses. Further details are provided in Sec. 4.2.
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After the 3D-GS optimization, we can synthesize a new wide-angle view Î at
the target resolution through pre-upsampling, but it still lacks high-frequency
details. Therefore, the multi-reference-guided refinement module is proposed to
reconstruct the details of Î. Specifically, it first selects telephoto and wide-angle
guided images from the training samples ({Ii}Mi=1, {Ti}Mi=1), then exploits their
information to generate the final results Îrec. The module is supervised in a self-
training scheme without requiring ground-truth data, advancing it to practical
deployment. We provide a detailed illustration of the module in Sec. 4.3.

4.2 Consistency-aware Training Strategy
Two lenses of the dual-lens system can form a stereo configuration, which offers
geometric information to serve as the regularization for the few-shot training.
However, the wide-angle and telephoto lenses have different focal lengths, hence,
the stereo configuration is resolution asymmetry and is limited to the overlapped
FoV area. As a result, explicit disparity estimation is difficult. To address this
challenge, we propose a consistency-aware training strategy to optimize 3D-GS
by implicitly leveraging the geometric constraint of the two lenses.

Pre-upsampling. We first pre-upsample the wide-angle images to address
the problem of resolution asymmetry. Given a set of wide-angle images {Ii}Mi=1,
we utilize a pre-trained single image SR (SISR) network [9] to generate HR coun-
terparts {I↑i }Mi=1. As a result, the wide-angle and telephoto images are resolution-
matching within the overlapped FoV area, facilitating subsequent utilization of
geometric information. Meanwhile, the pre-upsampling processing also provides
a better 3D Gaussians initialization, since the inputting point cloud is denser
and more accurate, as shown in Fig. 3.

Dual-lens-consistent loss. Due to the different focal lengths of the two
lenses, explicit disparity estimation cannot be employed to utilize their geomet-
ric information directly. Therefore, we propose a dual-lens-consistent loss to im-
plicitly exploit the geometric information, which serves as a regularization term
for the 3D-GS optimization. The proposed loss aims to enforce the view consis-
tency between the newly synthesized wide-angle view Î and the corresponding
telephoto image T ∈ {Ti}Mi=1, denoted as

Rc = V ∥Warpc(Î)− T∥1, (4)
where Warpc(·) represents the warping operation for the center area of Î using
the corresponding optical flow from the target image I↑. V is the visibility mask
of two views [21]. We employ a pre-trained estimator (e.g., RAFT [45]) for
efficient optical flow computation. Specifically, the estimated optical flow is the
correspondence of the two lenses with different focal lengths, served as a coarse
disparity without stereo-calibration [16,22]. Hence, the dual-lens-consistent loss
can implicitly exploit geometric information to facilitate the few-shot training,
avoiding additional capture efforts on dual-lens devices.

Depth-wise loss. We further introduce a depth-wise loss as another regu-
larization term to supervise the non-overlapped FoV area of two lenses. Specif-
ically, we obtain the depth D from the image I↑ ∈ {I↑i }Mi=1 using a pre-trained
monocular depth estimator [34], and render the depth Z from 3D-GS using a
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(a) w/o Pre-upsampling (b) w/ Pre-upsampling
Fig. 3: Comparison on inputting point clouds. (a) Estimated point cloud without pre-
upsampling. (b) Estimated point cloud with pre-upsampling.

differentiable depth rasterizer [44]. To mitigate the scale ambiguity caused by
monocular depth estimation, we utilize Pearson correlation [38] to construct the
depth-wise loss, which minimizes the normalized distribution difference between
Z and D rather than the absolute error, as

Rd =
Cov (Z,D)√

Var (Z)
√
Var (D)

, (5)

where Cov(·, ·) and Var(·) represent the covariance and variance, respectively.
The overall loss function of our training strategy is formulated as

L = LGS(Î , I
↑) + β1Rc + β2Rd, (6)

where β1 and β2 are the weighting factors. The effectiveness of each regulariza-
tion term is validated in Sec. 7.

4.3 Multi-reference-guided Refinement

After 3D-GS optimization, we can directly synthesize wide-angle views at the tar-
get resolution through pre-upsampling, but they still lack realistic high-frequency
details due to the resolution limitation. To address this problem, we select guided
images from dual-lens training samples to refine the newly synthesized view,
given that the corresponding telephoto image is unavailable. To this end, we
design a multi-reference-guided refinement module, consisting of the pose-aware
image selection and the multi-reference information transfer. Specifically, the
selection part selects guided images from the dual-lens training samples based
on the camera pose distances. The transfer part exploits HR and multi-view
information from the guided images to enhance the synthesized view through
dedicated attention mechanisms. The flow diagram is depicted in Fig. 4.

Pose-aware image selection. We first select guided images from the train-
ing samples to enhance the newly synthesized view Î. Specifically, we calculate
the camera pose distance between different views as Dispose = ∥Pi −P∥2, where
{Pi}Mi=1 are the camera poses of wide-angle images {I↑i }Mi=1 and P represents the
camera pose of the synthesized view Î. Based on this criterion, we can identify
the two nearest wide-angle/telephoto pairs (I↑j , Tj) and (I↑k , Tk) to the synthe-
sized view Î, where j ̸= k ∈ [1,M ].

Multi-reference information transfer. After image selection, we transfer
HR information from the selected telephoto images and multi-view information
from the selected wide-angle images to enhance the details of synthesized views.
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Fig. 4: Pipeline of multi-reference-guided refinement. It first selects the guided images
from the dual-lens training samples based on the camera pose distances, then exploits
their information by similarity-wise attention and pixel-wise attention mechanisms.

Specifically, we propose a similarity-aware attention mechanism to exploit the
HR information from the two nearest telephoto images (Tj , Tk). Here, we take the
processing of Tj as an illustration. We first map Tj and Î to an embedding space
for efficient and robust similarity calculation. Then, we unfold the embedded
features to a set of patches, and calculate the cosine similarity rn,m between
the n-th patch of embedded Tj and the m-th patch of embedded Î. Based on
the similarity, we can obtain the index map H to select similar patches from
the original Tj , and calculate the similarity-wise attention map S to weight the
selected patches, denoted as

hn = argmax
m

rn,m, sn = max
m

rn,m, (7)

where hn is the n-th element of H, representing the index of the most similar
patch in the telephoto image Tj to the m-th patch in the synthesized view Î. sn is
the n-th element of S, representing the corresponding confidence of the selected
patch. These two matrices (H and S) model the correspondence between the
synthesized view Î and the neighbor telephoto image Tj .

Once obtained H and S, we utilize them to transfer the HR information from
Tj to Î, and generate a pseudo telephoto image T̄j as

T̄j = Index(Tj , H)⊙ S, (8)
where Index(·, ·) and ⊙ represent index selection and element-wise multiplica-
tion, respectively. The other telephoto image Tk also performs the same operation
to generate the pseudo telephoto image T̄k. As a result, both pseudo telephoto
images, T̄j and T̄k, provide HR information spatially aligned with the synthesized
view Î for the final adaptive fusion (see Fig. 4).

Meanwhile, inspired by multi-frame reconstruction [7, 23, 53], we propose to
exploit multi-view information from selected wide-angle images (I↑j , I

↑
k). Specif-

ically, we first introduce the deformable convolution [46, 52] to align (I↑j , I
↑
k)

toward the synthesized view Î. Then, we utilize pixel-wise attention to leverage
their information to generate the pseudo wide-angle images (Ī↑j , Ī

↑
k) as

(Ī↑j , Ī
↑
k) = value⊙ Sigmoid(query ⊙ key), (9)

where key and value are mapped from the selected image (I↑j , I
↑
k), and query is

mapped from the synthesized view Î. The sigmoid function Sigmoid(·) is used
to stabilize gradient back-propagation. In this way, the pseudo wide-angle im-
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ages (Ī↑j , Ī
↑
k) contain the multi-view information transferred from other views,

facilitating the final adaptive fusion.
Finally, the final reconstructed image Îrec is generated by fusing the informa-

tion from pseudo telephoto images (T̄j , T̄k) and pseudo wide-angle images (Ī↑j , Ī
↑
k)

with the synthesized view Î, as shown in Fig. 4. Benefiting from the effectiveness
of the proposed multi-reference information transfer, the final adaptive fusion
only requires several convolution layers to achieve a promising performance.

Since ground-truth data is inaccessible in practical development, we propose
a self-training loss to optimize the module, denoted as

LDL = λ1∥Crop(Îrec)−T align∥2+λ2∥Îrec− I↑∥2+λ3Lcx(Crop(Î
rec), T ). (10)

Specifically, the first term leverages HR information from the spatially aligned
image T align, which is pre-aligned from T ∈ {Ti}Mi=1 using optical flow estima-
tion. Crop(·) denotes the cropping operation to obtain the overlapped FoV area
of two lenses. The second term provides an essential content constraint using
the pre-upsampled image I↑ ∈ {I↑i }Mi=1. The third term directly minimizes dif-
ferences between Îrec and the un-aligned telephoto image T ∈ {Ti}Mi=1, since
the contextual loss Lcx [28, 29] measures the similarity without considering the
spatial positions. It is worth noting that, all the images in Eq. 10 are divided
into patches for efficient training while full-size images are used during inference.

5 Experiments on Simulated Data
5.1 Dataset
We utilize the pseudo stereo image pairs from [47] to simulate dual-lens image
pairs. Specifically, scenes in [47] comprise 100 images captured from various
viewpoints, and then these images are used to train a NeRF-based method for
rendering stereo image pairs. We randomly choose 8 forward-facing scenes. We
downsample the left images with a scale factor of 2× to severe as the wide-
angle images, while cropping the central area of the right images to obtain the
telephoto images. The original left images are preserved as the ground-truth data
for evaluation purposes. For each scene, we select every 10-th image as the test
set, while we sample 10/20/90 shots from the remaining images for training.

5.2 Implementation Details and Baselines
All components of DL-GS are implemented by using PyTorch 2.1. For optimizing
the 3D Gaussians with our training strategy, we initialize the camera poses and
point clouds by COLMAP [37]. The weight factors β1 and β2 are both set to 0.05
for calculating the loss L. For training the multi-reference-guided refinement, we
set λ1=0.8, λ2=0.5, and λ3=0.05 for calculating the loss LDL. We crop image
patches with the size of 160× 160, and the mini-batch size is set to 16.

To verify the superiority of DL-GS, we compare it with several representa-
tive methods including four categories: 1) vanilla 3D-GS [19] followed with SISR:
Bicubic, SwinIR [25], HAT [9]; 2) vanilla 3D-GS [19] followed with dual-lens SR:
DCSR [51]; 3) HR NVS method: NeRF-SR [49]; 4) few-shot NVS methods fol-
lowed with HAT [9]: DS-NeRF [13], RegNeRF [33], SparseNeRF [50], FSGS [65].
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Table 1: Quantitative comparison with previous state-of-the-art methods on our sim-
ulated dataset with different training sample numbers and a scale factor of 2×. Bold
and underline indicate the best and second best performance, respectively.

Method
10-shot 20-shot 90-shot

PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓
3D-GS [19] + Bicubic 17.63 0.4979 0.4411 20.75 0.5905 0.3624 24.03 0.7113 0.2677

3D-GS [19] + SwinIR [25] 17.84 0.4988 0.4387 20.87 0.5924 0.3613 24.52 0.7192 0.2628
3D-GS [19] + HAT [9] 17.89 0.4995 0.4402 20.89 0.5931 0.3615 24.57 0.7196 0.2650

3D-GS [19] + DCSR [51] 17.92 0.5037 0.4314 20.92 0.5964 0.3592 24.60 0.7265 0.2582
NeRF-SR [49] 17.40 0.5032 0.4830 20.84 0.5967 0.3726 24.89 0.7394 0.2422

DS-NeRF [13] + HAT [9] 19.05 0.5546 0.4598 21.54 0.5801 0.4366 22.47 0.6002 0.4395
RegNeRF [33] + HAT [9] 18.78 0.5539 0.4573 20.18 0.5613 0.4476 22.34 0.6259 0.4040

SparseNeRF [50] + HAT [9] 19.12 0.5441 0.4482 21.31 0.5724 0.4398 22.49 0.6329 0.4006
FSGS [65] + HAT [9] 19.09 0.5511 0.4321 20.68 0.5897 0.3637 24.42 0.7183 0.2526

Ours 19.67 0.5772 0.3877 21.77 0.6366 0.3366 25.61 0.7692 0.2076

Table 2: Training and rendering times of methods for 10-shot training with a scale
factor of 2×. ∗ represents using HAT [9] for SR.

Method 3D-GS∗ [19] NeRF-SR [49] DS-NeRF∗ [13] RegNeRF∗ [33] SparseNeRF∗ [50] FSGS∗ [65] Ours
Training 9min 18s 5h 8min 6h 32min 16h 12min 5h 22min 12min 20s 14min 35s

Rendering 0.584s 45.574s 20.619s 36.457s 35.808s 0.584s 0.728s

Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index Measure
(SSIM) [54] and LPIPS [62] are used as the evaluation metrics.

5.3 Quantitative Comparison
We compare our method with the aforementioned methods under the number
of training samples of 10-shot, 20-shot, and 90-shot in Table 1. For the cases
of few-shot training (10/20-shot), vanilla 3D-GS [19] followed with SR methods
show limited performance due to lacking regularization in the training process.
The same reason also constrains the capability of NeRF-SR [49]. Vanilla 3D-
GS [19] followed with dual-lens SR outperforms that followed with SISR in the
dense training case, since using the HR guidance for resolution improvement.
The performance of few-shot methods (e.g., SparseNeRF [50] and FSGS [65])
followed with HAT [9] is limited due to lacking the guidance information. It can
be seen that our method shows superior performance over the previous methods
by leveraging the characteristics of the dual-lens system.

We also compare the training and rendering times of different methods in
Table 2, where 3D-GS∗ [19], DS-NeRF∗ [13], RegNeRF∗ [33], SparseNeRF∗ [50]
and FSGS∗ [65] represent these methods employ HAT [9] for SR. Specifically, the
image size is 1160× 522 and the rendering time is measured for a single image.
We can observe that NeRF-based methods need long training and rendering
times, while our method shows a comparable time cost with 3D-GS [19].

5.4 Qualitative Comparison
Qualitative comparisons between DL-GS and other methods under different
training sample numbers are shown in Fig. 5, Fig. 6 and Fig. 7. We can ob-
serve that our DL-GS can reconstruct more accurate and fine-grained details,
while previous methods suffer from blurry or unrealistic artifacts.
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3D-GS + HAT NeRF-SR

DS-NeRF + HAT SparseNeRF  + HAT FSGS + HAT Ours

GT 3D-GS + DCSR

Fig. 5: Visual comparison with different methods for 10-shot training samples.

3D-GS + HAT 3D-GS + DCSR NeRF-SR

DS-NeRF + HAT SparseNeRF + HAT FSGS + HAT Ours

GT

Fig. 6: Visual comparison with different methods for 20-shot training samples.

3D-GS + HAT 3D-GS + DCSR NeRF-SR

DS-NeRF + HAT SparseNeRF + HAT FSGS + HAT Ours

GT

Fig. 7: Visual comparison with different methods for 90-shot training samples.

6 Real-captured Experiments
6.1 Dataset
To evaluate the performance of our DL-GS in the real-capture data, we collect a
set of dual-lens image pairs, captured from different viewpoints of static scenes.
Specifically, the real-capture dataset consists of 4 forward-facing scenes and 4
inward-facing (360°) scenes by an off-the-shelf smartphone i.e., iPhone12. We
downscale the dual-lens image pairs with a scale factor of 2×, while the original
wide-angle images are used as the ground-truth data. For the few-shot training,
we utilize 5 shots for the forward-facing scenes, while taking 15 shots for the
inward-facing scenes. Meanwhile, we take 10 shots from each scene as the test
set, and we utilize 50 shots for the dense training.

6.2 Comparison Results

Quantitative comparison on the real-captured dataset is shown in Tabel 3. We
compare our method with previous methods under different training sample
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Table 3: Quantitative comparison with previous state-of-the-art methods on our real-
captured dataset with different training sample numbers and a scale factor is 2×. Bold
and underline indicate the best and second best performance, respectively.

Method
Forward-facing Inward-facing (360°)

5-shot 50-shot 15-shot 50-shot
PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓

3D-GS [19] + Bicubic 20.87 0.7064 0.3690 28.38 0.8467 0.2769 21.00 0.7036 0.4570 29.15 0.8278 0.3625
3D-GS [19] + SwinIR [25] 20.94 0.7088 0.3681 28.46 0.8485 0.2750 21.02 0.7043 0.4479 29.19 0.8280 0.3609

3D-GS [19] + HAT [9] 20.91 0.7086 0.3670 28.52 0.8492 0.2763 21.01 0.7050 0.4477 29.21 0.8283 0.3611
3D-GS [19] + DCSR [51] 21.03 0.7099 0.3636 28.29 0.8421 0.2674 21.00 0.7051 0.4540 29.05 0.8248 0.3646

NeRF-SR [49] 12.53 0.5389 0.5606 30.53 0.8687 0.2372 15.80 0.6300 0.5638 29.76 0.8419 0.3479
DS-NeRF [13] + HAT [9] 19.18 0.7019 0.4516 27.02 0.7951 0.3594 22.38 0.7307 0.4685 26.81 0.7711 0.4502
RegNeRF [33] + HAT [9] 22.39 0.7075 0.3679 24.31 0.7541 0.4160 20.20 0.6958 0.4949 23.55 0.7321 0.4829

SparseNeRF [50] + HAT [9] 22.98 0.7127 0.3787 24.57 0.7641 0.4091 20.31 0.7048 0.4767 23.72 0.7497 0.4794
FSGS [65] + HAT [9] 23.08 0.7322 0.3595 29.90 0.8319 0.2996 22.96 0.7461 0.4415 27.77 0.8023 0.4038

Ours 24.05 0.7525 0.3249 31.28 0.8823 0.2435 24.07 0.7601 0.4172 30.72 0.8597 0.3224

3D-GS + HAT 3D-GS + DCSR NeRF-SR

DS-NeRF + HAT SparseNeRF + HAT FSGS + HAT Ours

GT

Fig. 8: Visual comparison with different methods for 15-shot training samples on the
inward-facing (360°) scene.

NeRF-SR

DS-NeRF + HAT SparseNeRF + HAT FSGS + HAT Ours

3D-GS + HAT 3D-GS + DCSRGT

Fig. 9: Visual comparison with different methods for 50-shot training samples on the
forward-facing scene. Please zoom in for a better visual experience.

numbers for forward-facing and inward-facing scenes. We can observe that our
DL-GS shows superior performance over the previous methods in most cases,
which verifies the effectiveness of our method on the real-captured data. To
further demonstrate the superiority of our method, we provide qualitative com-
parisons under different cases in Fig. 8 and Fig. 9. It can be observed that our
method reconstructs more realistic details and accurate geometry compared with
other competitors. More results are provided in the supplement.
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Table 4: Ablation study on the key components of our DL-GS, using the simulated
dataset with different numbers of training samples while a scale factor is 2×.

Method
10-shot 20-shot 90-shot

PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓
Baseline 17.89 0.4995 0.4402 20.89 0.5931 0.3615 24.57 0.7196 0.2650

+ Pre-upsampling 18.65 0.5385 0.4226 21.11 0.6088 0.3491 24.73 0.7309 0.2444
+Pre-upsampling +Rd 19.03 0.5468 0.4006 21.25 0.6122 0.3459 24.89 0.7445 0.2332

+Pre-upsampling + Rd + Rc 19.40 0.5590 0.3893 21.42 0.6216 0.3405 25.08 0.7570 0.2286

+ (I↑j , I
↑
k) 19.51 0.5646 0.3888 21.55 0.6273 0.3389 25.35 0.7614 0.2173

+ (I↑j , I
↑
k) +(Tj , Tk) 19.67 0.5772 0.3877 21.77 0.6366 0.3366 25.61 0.7692 0.2076

7 Ablation Study
Components of Consistency-aware Training Strategy. To investigate the
effectiveness of the pre-upsampling and regularization terms (Rc and Rd) in
our consistency-aware training strategy, we conduct an ablation study on the
simulated dataset with different training sample numbers. Specifically, we take
vanilla 3D-GS [19] followed by HAT [9] as the baseline method. The results
are presented in the top part of Table 4. It can be seen that the evaluation
metrics gradually increase by adding the three components to the processing of
3D-GS optimization, which demonstrates that they are effective in performance
improvement, especially for the few-shot training.
Components of Multi-reference-guided Refinement. We also investigate
the effectiveness of two branches in the multi-reference-guided refinement module
(i.e., the branch of wide-angle images (I↑j , I

↑
k) and the branch of telephoto images

(Tj , Tk)). As can be seen at the bottom of Table 4, the evaluation metrics increase
as incorporating the two branches for different training sample numbers. The
results indicate that the two branches both are important for reconstruction
fidelity improvement. We also provide ablations of its loss function terms and
selected image numbers in the supplement.

8 Conclusion
In this paper, we propose DL-GS, a new 3G-GS solution to leverage the char-
acteristics of the asymmetric dual-lens system for few-shot view synthesis while
overcoming the resolution limitation of training samples. Specifically, we design
a consistency-aware training strategy to explore the geometric information in-
herent in the dual-lens system for facilitating the few-shot training. After that,
we propose a multi-reference-guided refinement module to enhance the details of
newly synthesized views by effectively exploiting the guidance information of the
dual-lens training samples. Experiments on simulated and real-captured datasets
demonstrate the superiority of DL-GS over various solutions. Experimental re-
sults also show the effectiveness and potential of leveraging the characteristics
of the dual-lens system for high-quality view synthesis. We believe that this
paradigm can address other challenging cases in NVS, e.g., focus control using
the different depth-of-field of two lenses.

Acknowledgments. This work was supported in part by the National Natural
Science Foundation of China under Grants 62131003 and 62021001.
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