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Abstract. Precisely annotating large-scale 3D datasets for point cloud
segmentation is laborious. To alleviate the annotation burden, several
semi-supervised 3D segmentation methods have been proposed in lit-
erature. However, two issues remain to be tackled: 1) The utilization
of large language-vision models (LVM) in semi-supervised 3D semantic
segmentation remains under-explored. 2) The unlabeled points with low-
confidence predictions are directly discarded by existing methods. Taking
these two issues into consideration, we propose a language-assisted semi-
supervised 3D semantic segmentation method named LASS3D, which
is built upon the commonly used MeanTeacher framework. In LASS3D,
we use two off-the-shelf LVM to generate multi-level captions and lever-
age the images as the bridge to connect the text data and point clouds.
Then, a semantic-aware adaptive fusion module is explored in the stu-
dent branch, where the semantic information encoded in the embeddings
of multi-level captions is injected into 3D features by adaptive fusion
and then the semantic information in the text-enhanced 3D features is
transferred to the teacher branch by knowledge distillation. In addition,
a progressive exploitation strategy is explored for the unreliable points in
the teacher branch, which can effectively exploit the information encap-
sulated in unreliable points via negative learning. Experimental results
on both outdoor and indoor datasets demonstrate that LASS3D outper-
forms the comparative methods in most cases.

Keywords: 3D semantic segmentation · Semi-supervised segmentation

1 Introduction

3D Semantic Segmentation [7,22–24,42,43,51] is an important task for perceiving
real-world environments, and intensive efforts have been devoted to this task in
recent years. However, most of the existing works [8,22,41,42,51,54] in literature
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Fig. 1: Illustration of the proportions of reliable and unreliable points predicted by
GPC [17] on ScanNet [4]. The horizontal axis denotes the labeled ratio and training
iteration. The vertical axis denotes the proportion.

are fully-supervised methods, which require time-consuming and labor-intensive
data annotation for training.

This issue encourages researchers to investigate semi-supervised 3D semantic
segmentation, where only a small amount of densely labeled data and a large
amount of unlabeled data are provided for training. Existing works [5,17,21,26,
38] on semi-supervised 3D semantic segmentation have shown their effectiveness,
but there is ample room for improvement in the following two aspects:

1) Utilization of language-vision models (LVM): Recently, LVM [16,33] trained
on web-crawled image-text pairs has been applied in some downstream tasks
[2, 31, 39, 50] to boost performance, owing to its strong representation ability.
Text embeddings extracted by the LVM generally contain higher-level abstrac-
tion of visual concepts with rich semantic information, which is complementary
to the 3D features that mainly contain geometric information and thus can facil-
itate mining the semantic information of unlabeled data. To our best knowledge,
LVM has not been applied in semi-supervised 3D semantic segmentation yet.

2) Exploitation of unreliable points (unlabeled points with low-confidence
predictions): The proportions of reliable and unreliable points predicted by the
state-of-the-art semi-supervised 3D semantic segmentation method GPC [17] on
ScanNet [4] dataset are illustrated in Fig. 1. As seen from this figure, a large
number of unlabeled points are deemed unreliable, especially at the early training
stage. Existing works [17,21] generally adopt a confidence-based filtering strategy
to remove the unreliable points for guaranteeing the effectiveness and stability of
the training process. However, simply discarding them will inevitably lose some
useful information. Thus, a proper learning strategy is expected to be specially
designed to exploit these unreliable points effectively.

Taking the above two aspects into consideration, we propose a method named
LASS3D for semi-supervised 3D semantic segmentation, where the LVM and
unreliable points are effectively exploited. The proposed LASS3D is built upon
the MeanTeacher [37] framework, where the weights of the teacher branch are
updated by the exponential moving average (EMA) of the student’s weights.

In the student branch, two LVM (i.e., KOSMOS-2 [32] and GroundedSAM
[35]) are used to generate image-level and entity-level captions, and the images
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are leveraged as the bridge to connect the text data and point clouds. Then, a
semantic-aware adaptive fusion module (SAFM) is designed to assist point cloud
learning with the semantic knowledge encoded in text data. Specifically, multi-
level point-text pairs are constructed in SAFM to adaptively fuse the 3D features
and the text embeddings of the image-level and entity-level captions, which could
facilitate capturing both holistic and fine-grained semantic information.

In the teacher branch, a fusion adapter is utilized to narrow the distribution
gap between the 3D features extracted by the backbone network and the text-
enhanced 3D features in the student branch. Combined with the EMA strategy,
the semantic information encoded in the text-enhanced 3D features is distilled
from the student branch to the teacher branch. Note that we inject semantic
information from text embeddings into the 3D features by fusion rather than
directly mapping the semantic labels from pixels to points. Because the semantic
labels generated by the open-world segmentation models (e.g ., SAM [20]) are
generally in a one-hot form, which provide hard supervision. However, some
generated synonymous labels may not exist in our desired label set (e.g ., the
generated label is ‘couch’ but the ground-truth label is ‘sofa’), and incorrect
hard supervision may adversely affect the point cloud segmentation. Adaptively
fusing the text embeddings and 3D features can mitigate this negative effect to
some extent. Because the strong LVM can encode synonymous words into similar
embeddings and thus can inject similar semantic information into 3D features. To
effectively exploit the unlabeled points with unreliable predictions, a progressive
exploitation strategy is designed based on the fact that determining the least
likely category for an unlabeled sample is generally easier and more accurate
than determining its most likely category. In addition, the proposed progressive
exploitation strategy can be seamlessly integrated into some existing methods
and further boost their performances, which is demonstrated in Sec. 4.4.

In summary, the contributions of this paper are as follows:

– We propose a semantic-aware adaptive fusion module (SAFM) to consolidate
point cloud segmentation with the semantic information encoded in text
embeddings. The multi-level fusion shows the feasibility and effectiveness of
language-assisted 3D semantic segmentation in semi-supervised settings.

– We propose a progressive exploitation strategy for the unlabeled unreliable
points. This strategy is beneficial to fully exploit the unlabeled data and can
be seamlessly embedded into some existing methods.

– We propose the LASS3D for semi-supervised 3D semantic segmentation by
integrating the above SAFM and progressive exploitation strategy. Its effec-
tiveness is demonstrated by the results on both outdoor-scene and indoor-
scene public datasets in Sec. 4.

2 Related Work

2.1 Semi-supervised 3D Semantic Segmentation

To alleviate the annotation burden, label-efficient 3D semantic segmentation (in-
cluding weakly-supervised segmentation [13,28, 29,36] and semi-supervised seg-
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mentation [5,17,21,25,26,38]) has drawn increasing interest among researchers.
In this work, we delve into semi-supervised 3D semantic segmentation, which
aims at utilizing a small number of densely labeled data and a large number of
unlabeled data for model training. The core of semi-supervised 3D segmentation
lies in exploiting the unlabeled data to the fullest. For example, Deng et al . [5]
proposed to optimize the pseudo labels of the unlabeled data with the super-
points generated by geometry-based and color-based region-growing algorithms.
Jiang et al . [17] proposed a label-guided contrastive loss for the unlabeled data,
which could enhance the feature representation ability of the model. Kong et
al . [21] proposed to leverage the spatial prior of LiDAR point clouds and use
a mixing operation to provide supervisory information for the unlabeled data.
Li et al . [26] proposed to utilize the reflectivity-prior descriptors to generate
high-quality pseudo labels for the unlabeled data. Unal et al . [38] proposed to
distill high-level feature information from a synthetically trained 2D network for
data-efficient LiDAR semantic segmentation.

However, these methods neglect the usage of text data that contains rich
semantic information. To our best knowledge, LASS3D is the first work to inves-
tigate the language-assisted semi-supervised 3D semantic segmentation, where
the powerful representation ability of language-vision models is exploited.

2.2 Language-assisted 3D Learning

Large language-vision models (LVM) [16, 33] have drawn growing attention in
computer vision recently, attributed to their powerful representation ability. For
example, CLIP [33], which is trained on massive paired text-image data via
contrastive learning, has prevailed in various downstream visual tasks, such as
semantic segmentation [10, 18, 34, 48, 52], object detection [30, 45, 46], and video
recognition [27]. Recent advanced methods that focused on language-assisted
point cloud learning could be roughly divided into two types: the projection-
based methods and the alignment-based methods.

The projection-based methods [9,15,49,53] project the point clouds into the
2D plane so that the image encoder in the LVM can be seamlessly utilized and
the text-image alignment of the LVM can be leveraged for downstream tasks.
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(a) Pipeline of PointCLIP.
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(b) Alignment process of CLIP2Scene.

Fig. 2: Illustration of the pipeline of a projection-based method (e.g ., PointCLIP [49])
and the alignment process of an alignment-based method (e.g ., CLIP2Scene [2]).
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Fig. 2a illustrates the general pipeline of PointCLIP [49], it classifies the point
clouds according to the similarities between the text embeddings and features of
the projected images. Nevertheless, the projection-based methods are generally
designed for object-level 3D classification. In addition, they usually suffer from
the loss of geometric information during the projection process, thus resulting
in suboptimal performance.

The alignment-based methods [2,6,11,12,14,39,44,47] enforce the consistency
among the multi-modal features. Fig. 2b illustrates the alignment process of
CLIP2Scene [2], it uses contrastive learning to align the 3D features to their
corresponding text embeddings. However, directly aligning multi-modal features
may result in suboptimal results, due to the distribution discrepancy between
the 3D features and text embeddings.

Unlike existing methods that are either projection-based or alignment-based,
we propose a fusion-based method to adaptively fuse the embeddings of multi-
level captions and 3D features, which can alleviate the loss of geometric infor-
mation and mitigate the negative effect brought by the distribution gap.

3 Methodology

3.1 Architecture

The architecture of the proposed LASS3D is illustrated in Fig. 3. It is built
upon the MeanTeacher [37] framework where the teacher branch provides the
supervisory signals for the student branch and is updated by the exponential
mean average (EMA) of the student’s weights:

θt+1
teacher = αθtteacher + (1− α)θtstudent, (1)

Language-Vision
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Fig. 3: Architecture of the proposed LASS3D. Ci and Ce stand for the image-level cap-
tions and entity-level captions. Ei and Ee are the embeddings of Ci and Ce respectively.
‘//’ denotes the detach operation which is used to stop the gradient.
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where θtteacher and θtstudent denote the weights of the teacher branch and student
branch at time step t, and α is the update hyperparameter.

The student branch takes the point clouds and their corresponding images
as input. The images are fed into the LVM, (i.e., KOSMOS-2 [35] and Ground-
edSAM [32]) to produce image-level Ci and entity-level captions Ce. Then, the
multi-level captions are tokenized by the text encoder of CLIP [33] to generate
their corresponding text embeddings. The text embeddings and 3D features ex-
tracted by the 3D backbone network are fused in the semantic-aware adaptive
fusion module to obtain the text-enhanced 3D features, which are then used for
segmentation in the student branch.

The teacher branch takes the same point clouds as input. The 3D features
extracted by the 3D backbone network are aligned with the text-enhanced 3D
features through a fusion adapter. Then, the classifier takes the aligned 3D fea-
tures as input and outputs their corresponding prediction scores. A dual-score
separation strategy is adopted to select reliable points and unreliable points from
the unlabeled points. The predictions of the reliable points are regarded as the
pseudo labels of their corresponding points in the student branch, where the
cross-entropy loss Lu

CE is calculated. The predictions of the unreliable points in
the student branch are used for the progressive exploitation, where the negative
learning loss Lu

PE is calculated. Besides, the predictions of the labeled points in
the student branch and their ground-truth labels are used to calculate the cross-
entropy loss Ll

CE , and the features output by the fusion adapter are aligned to
the text-enhanced 3D features by a Kullback-Leibler divergence loss Lu

KL.
Note that the text data is only required in the training stage. In the inference

stage, only the teacher branch is used and it takes the point clouds as input.

3.2 Semantic-aware Adaptive Fusion Module

The architecture of the semantic-aware adaptive fusion module (SAFM) is illus-
trated in Fig. 4, it takes the embeddings of multi-level captions (i.e., image-level
embeddings Ei and entity-level embeddings Ee) and 3D features f3D as input and
outputs the text-enhanced 3D features f t

3D, which are then fed into the classifier
for segmentation and used as the supervision for knowledge distillation.

The proposed SAFM is used to inject the semantic information encoded in
multi-level captions into the 3D features. Specifically, the image-level captions
Ci and entity-level captions Ce are generated by KOSMOS-2 [32] and Ground-
edSAM [35] respectively, and their corresponding embeddings are extracted by
the text encoder of CLIP [33]. To guarantee the accuracy of multi-modal fusion,
we construct the point-text pairs by using the images as the bridge. Then, given
the point-text pairs, their corresponding features are adaptively fused to produce
the text-enhanced 3D features. In this subsection, we will introduce the above
two key operations of SAFM in detail.

Point-text pair construction. We use the images as the bridge to connect
the text data and point cloud data. Specifically, the multi-level pixel-text pairs
can be obtained by the language-vision models, i.e., the image-level captions
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Fig. 4: Architecture of the proposed semantic-aware adaptive fusion module. f3D, f̂3D,
and f t

3D denote the extracted 3D features, aligned 3D features, and text-enhanced 3D
features. Ei and Ee are the embeddings of image-level and entity-level captions. ⊕
denotes the add operation.

correspond to all pixels of the given images, and the entity-level captions corre-
spond to the pixels of the segmented regions. The pixel-point pairs can be easily
obtained with the extrinsic and intrinsic parameters of the cameras:

[u, v, 1]T = KM[x, y, z, 1]T, (2)

where [u, v, 1]T represents the homogeneous coordinates of a pixel, [x, y, z, 1]T
represents its corresponding 3D point position in world coordinates, K and M
are the intrinsic and extrinsic parameters of the cameras. With the multi-level
pixel-text and pixel-point pairs, the multi-level point-text pairs can be obtained.

Adaptive fusion. To effectively utilize the multi-level point-text pairs, an
adaptive fusion strategy is proposed. As shown in Fig. 4, the dimension of the 3D
features f3D is firstly expanded by an MLP layer to align the embedding space of
the text encoder, given that the text encoder in LASS3D is fixed. Since the image-
level captions may have different correlations with different regions of the paired
points, cross attention is performed between the aligned 3D features f̂3D and
image-level embeddings Ei, with f̂3D serving as the query vectors and Ei serving
as the key vectors and value vectors. Then, considering that the points related to
the same entity-level captions share the same semantic information, we simply
add the entity-level embeddings Ee with their corresponding 3D features. Finally,
an MLP layer is used to map the fused features to their original dimension and
output the text-enhanced 3D features f t

3D.
As shown in Fig. 3, the text-enhanced 3D features f t

3D are not only fed
into the classifier of the student branch for segmentation but also serve as the
supervisory signals for knowledge distillation in the teacher branch. The features
fada output by the fusion adapter in the teacher branch are aligned to their
corresponding f t

3D through Lu
KL:

Lu
KL = KL(f t

3D||fada), (3)

where KL(·) denotes the Kullback-Leibler divergence loss.
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Fig. 5: Illustration of the progressive exploitation for the unreliable point P i
url at the

first two iterations. Si denotes the prediction confidence of P i
url and ŷi denotes its

negative label. The selected negative class (blue font) is used for negative learning and
the used negative class (marked with red dashed box) is discarded in the subsequent
iterations. Note that some unreliable points may turn into reliable points during pro-
gressive exploitation.

3.3 Progressive Exploitation Strategy

The progressive exploitation strategy is proposed to mine the useful information
encapsulated in the unlabeled unreliable points. It contains two key steps: dual-
score separation and progressive negative learning. In this subsection, we will
introduce the above two steps in detail.

Dual-score separation. Unlike GPC [17] and LaserMix [21] which only
use the confidences of predictions to measure the reliability, we propose a dual-
score separation strategy that additionally introduces the variances among the
predictions of different branches into reliability measurement. Specifically, the
unlabeled points Pu in the teacher branch are separated into the reliable set Prl

and unreliable set Purl based on both confidences and variances:

Prl = B · Pu, Purl = (1−B) · Pu,

B = 1

[ C∑
c=1

1[Sc ≥ τr] · 1[σc ≤ τv] > 0
]
,

(4)

where B is a binary mask to select Prl and Purl, 1 is the indicator function, C
denotes the number of classes, Sc denotes the prediction confidences of class c
in the teacher branch, σc denotes the prediction variances of class c within the
teacher and student branches, τr and τv are two pre-determined thresholds.

The predictions of reliable points are regarded as the pseudo labels of their
corresponding points in the student branch, which are used for supervised train-
ing, as shown in Eq. (8). The unreliable points are fully exploited via progressive
negative learning, which is elaborated below.

Progressive negative learning. Enlightened by the core idea of conven-
tional negative learning [19,40], we choose to mine information from the classes
that the unreliable points do not belong to, rather than struggling to correctly
tell which class they belong to. However, conventional methods only choose one
negative class (the class with the lowest prediction score) for negative learning,
which provides limited information and may cause unstable training due to the
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dynamic negative labels. Instead, we conduct negative learning in a progressive
manner, with more negative classes selected.

The progressive exploitation at the first two iterations is illustrated in Fig. 5.
As shown in this figure, we maintain a list for each unreliable point to record
its selected negative classes. In each iteration, one negative class is selected for
each unreliable point:

ŷi[k] =

{
1, if k = argmin(Si) and Si[k] ≤ τn

0, otherwise
, (5)

where ŷi[k] denotes the k-th dimension of the negative label of P i
url, S

i denotes
the prediction confidence of P i

url, and τn is a pre-determined threshold.
The selected negative label is used for negative learning:

Lu
PE = −

Nu∑
i=1

ŷi log(1−Oi), (6)

where Nu is the number of unreliable points with selected negative class and
Oi is the prediction of P i

url. Then, the used negative class is discarded in the
subsequent iterations. Simultaneously, the network is optimized via the negative
learning loss. Subsequently, a new negative class is selected from the remaining
classes for the next iteration. The above process is repeated until no negative
class can be selected or the iteration number is reached.

Moreover, it is worth noting that the proposed progressive exploitation strat-
egy can be seamlessly integrated into methods that discard the unreliable points,
and further boost their performances, as shown in Sec. 4.4.

3.4 Total Loss

The labeled points in the student branch are trained in a supervised manner,
with their corresponding ground-truth labels yl being the supervisory signals:

Ll
CE = CE(Ostu,l, yl), (7)

where CE(·) denotes the cross-entropy loss, Ostu,l denotes the predictions of the
labeled points in the student branch.

The predictions of the reliable points in the teacher branch are regarded as
the pseudo labels of their corresponding points in the student branch:

Lu
CE = CE(Ostu,u, yu), (8)

where yu denotes the reliable predictions output by the teacher branch and
Ostu,u denotes the predictions of corresponding unlabeled points in the student
branch.

Accordingly, the total loss Ltotal is the weighted sum of the two loss terms
Ll
CE , Lu

CE in the student branch and the aforementioned Lu
PE , Lu

KL:

Ltotal = Ll
CE + λuLu

CE + λPELu
PE + λKLLu

KL, (9)

where λu, λPE , λKL are the weights of Lu
CE ,Lu

PE ,Lu
KL.
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4 Experiment

4.1 Datasets and Evaluation Metric

The following outdoor-scene and indoor-scene datasets are used to evaluate the
proposed LASS3D:
– SemanticKITTI [1] is a large-scale 3D outdoor-scene LiDAR dataset con-

sisting of 22 sequences, among which 10 sequences are used for training, 1
sequence is used for validation, and 11 sequences are used for testing. It
contains 19 categories after merging and ignoring classes with few points.
According to the official splitting, 850 scenes are used for training and vali-
dation, and 150 scenes are utilized for testing.

– ScanNet V2 [4] is a widely-used 3D indoor-scene dataset consisting of 1613
scans with 20 categories, where the point clouds are reconstructed from
multi-view RGB-D images. The training set contains 1201 scans, the val-
idation split contains 312 scans, and the testing set contains 100 scans.
As done in previous works [21, 26, 38], we use the mIoU (mean Intersection

over Union) as the evaluation metric.

4.2 Implementation Details

We follow the basic experimental settings of LaserMix [21] and GPC [17] for
evaluating the proposed LASS3D on the outdoor-scene and indoor-scene datasets
respectively. The classifiers and fusion adapter are both multi-layer perceptrons.
We follow the settings of IGNet [38], which also adopts the MeanTeacher [37]
framework, to set the update hyperparameter α as 0.999. The iteration number in
progressive exploitation is set as 5. The hyperparameters τr, τv, τn, λu, λPE , λKL

are set as 0.9, 0.05, 0.2, 0.1, 0.1, and 0.1 respectively.

Table 1: Comparative results on the SemanticKITTI [1] and ScanNet [4] datasets with
varying labeled ratios. P denotes the point cloud data, I denotes the image data, and
T denotes the text data. All mIoU scores are given in percentage (%). The best results
are in bold and the second best results are marked with underlines.

Method Modality SemanticKITTI [1] ScanNet [4]
1% 10% 20% 50% 5% 10% 20% 30% 40%

MeanTeacher [37] P 45.4 57.1 59.2 60.0 48.7 57.2 66.1 67.3 69.1
CBST [55] P 48.8 58.3 59.4 59.7 48.5 57.8 65.4 67.3 69.2
CPS [3] P 46.7 58.7 59.6 60.5 51.7 58.6 66.4 68.0 70.5

SSS-Net [5] P - - - - - 52.4 55.1 - -
LaserMix (Range View) [21] P 43.4 58.8 59.4 61.4 - - - - -
LaserMix (Voxel) [21] P 50.6 60.0 61.9 62.3 - - - - -
IGNet [38] P, I 49.0 61.3 63.1 64.8 - - - - -
GPC [17] P 54.1 62.0 62.5 62.8 54.8 60.5 66.7 68.9 71.3
LiM3D [26] P 58.4 62.2 63.1 63.6 - - - - -
LASS3D P, I, T 58.5 63.0 64.1 64.5 56.6 63.1 67.4 70.4 72.0
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4.3 Comparative Evaluation

We evaluate the proposed LASS3D on both outdoor-scene (SemanticKITTI [1])
and indoor-scene (ScanNet [4]) datasets in comparison to some classic semi-
supervised methods [3, 37, 55] extended from the 2D domain and the state-of-
the-art (SOTA) methods [5, 17, 21, 26, 38] that are specially designed for semi-
supervised 3D semantic segmentation. Note that IGNet [38], LaserMix [21], and
LiM3D [26] utilize some specific characters of the LiDAR point clouds, and thus
cannot be applied to the ScanNet dataset. In addition, SSS-Net [5] leverages
the color information of the point clouds, and thus cannot be applied to the
SemantiKITTI dataset where the color information is unavailable.

Following the settings in [17, 21,38], we set the labeled ratio of the outdoor-
scene dataset and indoor-scene dataset as {1%, 10%, 20%, 40%} and {5%, 10%,
20%, 30%, 50%} respectively for a fair comparison. The comparative results are
reported in Tab. 1. As seen from this table, the proposed LASS3D outperforms all
the comparative methods that use uni-modal data as input, which demonstrates
the effectiveness of LASS3D. In addition, LASS3D outperforms IGNet which
takes both point clouds and images as input in most cases, which indicates that
the proposed language-assisted method can better boost the 3D segmentation
performances and may provide some insights on the exploitation of multi-modal
data in semi-supervised 3D semantic segmentation.

Moreover, the segmentation results of LASS3D and the second-best meth-
ods are visualized in Fig. 6. As seen from this figure, LASS3D outperforms its
second-best counterparts, demonstrating the effectiveness of LASS3D from the
qualitative perspective.

█ Wall       █ Floor      █ Cabinet       █ Bed       █ Chair       █ Sofa       █ Table       █ Door       █ Window       █ Bookshelf      █ Picture       █ Counter       

█ Desk       █ Curtain       █ Refrigerator       █ Bathtub        █ Shower curtain       █ Toilet        █ Sink       █ Other furniture      █ Ignored class

Raw Point Clouds Ground Truth GPC LASS3D

Ground Truth LiM3D LASS3DGround Truth LiM3D LASS3D

Car Bicycle Motorcycle Truck Other-vehicle Person Bicyclist Motorcyclist Road Parking

Sidewalk Other-ground Building Fence Vegetation Trunk Terrain Pole Traffic-sign

Unlabeled

Fig. 6: Qualitative results on the SemanticKITTI [1] (top) and ScanNet [4] (bottom)
datasets by LASS3D and the second-best methods. All models are trained with 10%
labeled data. We use the red boxes to highlight the areas where LASS3D evidently
outperforms the comparative methods.
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Table 2: Ablation of the loss terms.

Ll
CE Lu

CE Lu
KL Lu

PE 1% 10% 20% 50%

✓ 49.6 58.8 60.7 61.2
✓ ✓ 53.7 60.1 61.6 62.8
✓ ✓ ✓ 55.6 61.4 62.8 63.7
✓ ✓ ✓ ✓ 58.5 63.0 64.1 64.5

Table 3: Ablation of captions.

Ci Ce 1% 10% 20% 50%

50.0 59.8 61.5 62.1
✓ 53.6 60.5 61.9 63.0

✓ 54.1 61.0 62.7 63.8
✓ ✓ 58.5 63.0 64.1 64.5

4.4 Ablation Study

We conduct ablation studies on SemanticKITTI [1] to investigate the effect of
the key elements in the proposed LASS3D.

Effect of the loss terms. We investigate the effect of the loss terms and
report the corresponding results in Tab. 2. As seen from the first two rows of
Tab. 2, incorporating the unlabeled data into training can improve the perfor-
mances. Then, as seen in the third row of Tab. 2, the Lu

KL is introduced into
training and the performances are improved, indicating that the semantic infor-
mation distilled from the text-enhanced 3D features is helpful for segmentation.
Finally, in the last row of Tab. 2, the progressive exploitation is adopted, and the
performances are further boosted, demonstrating that the proposed progressive
exploitation can make the unreliable points beneficial to the model training.

Effect of different captions. We investigate the effect of different captions
and report the corresponding results in Tab. 3. As seen from this table, both
the image-level captions Ci and entity-level captions Ce can improve the segmen-
tation performances, indicating that the semantic information encoded in text
embeddings can facilitate the point cloud segmentation. When combining Ci
and Ce, the best performance is achieved. Because the Ci provides more holistic
semantic information and Ce provides more fine-grained semantic information,
which are complementary to each other. Thus, we utilize Ci and Ce in LASS3D.

Effect of the fusion strategy for the image-level embeddings Ei. As
mentioned in Sec. 3.2, we adopt the cross-attention operation to fuse Ei with
the 3D features. To investigate the effect of the fusion strategy, we replace the
cross-attention operation with add and concatenation operations. The corre-
sponding results are reported in Tab. 4. As seen from this table, the model
trained with the cross-attention operation achieves the best performance. Be-
cause the image-level captions usually contain holistic semantic information and

Table 4: Ablation of fusion strategy.

Strategy 1% 10% 20% 50%

Add 54.0 61.2 62.3 63.5
Concatenation 56.2 62.0 63.4 63.9
Cross attention 58.5 63.0 64.1 64.5

Table 5: Ablation of separation strategy.

Strategy 1% 10% 20% 50%

Confidence-based 57.7 62.3 63.5 64.1
Variance-based 57.0 62.1 62.8 63.5
Ours 58.5 63.0 64.1 64.5
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may have different correlations with different regions of the paired points. Sim-
ply adding or concatenating Ei to all the paired 3D features leads to the lack of
discrimination, while 3D semantic segmentation is a point-level prediction task
that requires discriminative representations for each point. Cross attention can
adaptively fuse Ei with 3D features and produce more discriminative features,
which makes it a more suitable fusion strategy for Ei.

Effectiveness of the semantic-aware adaptive fusion module (SAFM).
As mentioned in Sec. 2, existing language-assisted point cloud learning meth-
ods are either projection-based or alignment-based. Project-based methods are
generally designed for object-level 3D classification and are not applicable to
scene-level 3D semantic segmentation. To verify the effectiveness of the proposed
SAFM, we replace it with an alignment-based method (e.g ., the semantic consis-
tency regularization in CLIP2Scene [2]). The corresponding results are reported
in Tab. 6. As seen from this table, the model trained with SAFM outperforms
the model trained with semantic consistency regularization. Probably because a
large distribution discrepancy exists between the 3D features and text embed-
dings, simply aligning the 3D features to their corresponding text embeddings
may result in the loss of some inherent geometric information. SAFM remedies
this defect by adaptive fusion, and thus achieves better performance.

Effect of the separation strategy. As mentioned in Sec. 3.3, we adopt
both confidences and variances to measure the reliability of the predictions and
separate the unlabeled points into the reliable set and unreliable set. Here we
evaluate the effectiveness of our separation strategy. The corresponding results
are reported in Tab. 5. As seen from this table, the model trained with our
strategy achieves the best performance. Probably because the confidence-based
strategy alone is unable to filter out the highly confident wrong predictions,
which may confuse the training. The variance-based strategy separates points
according to the prediction consistency in different branches, which could be
complementary to the confidence-based strategy in measuring reliability. Thus,
we combine the above two strategies to measure reliability in a more compre-
hensive way, which can facilitate the model training.

Effect of the iteration number. The iteration number of progressive ex-
ploitation determines the utilization degree of the unreliable data. Here, we eval-
uate LASS3D with the iteration number set as {0, 1, 2, 3, 5, 7, 9, 11}, and the cor-
responding results are shown in Fig. 7. As seen from this figure, the performances
are generally improved with the increase of iteration number. Because a larger
iteration number means that the exploitation of the unreliable data is more thor-

Table 6: Ablation of semantic-aware adap-
tive fusion module (SAFM).

Strategy 1% 10% 20% 50%

Alignment-based 53.0 60.1 61.8 62.2
SAFM 58.5 63.0 64.1 64.5

Table 7: Ablation of the proposed pro-
gressive exploitation (PE).

Model 1% 10% 20% 50%

GPC [17] 54.1 62.0 62.5 62.8
GPC with PE 54.7 62.8 63.1 63.5
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0 1 2 3 5 7 9 11
55%

57%

59%

61%

63%

65%

1% 10% 20% 50%

Fig. 7: Ablation of the iteration number. Note that the iteration here denotes the neg-
ative learning iteration in progressive exploitation, rather than the training iteration.

ough and thus brings better performance. However, when the iteration number
reaches a certain level, the segmentation performance improves slightly. Probably
because many unreliable points turn into reliable points during the progressive
exploitation process, with most of their confident negative classes discarded. In
addition, more iterations inevitably bring more training costs. Thus, we set the
iteration number as 5 for a trade-off between the performance and training cost.

Effectiveness of the progressive exploitation. Considering that the pro-
posed progressive exploitation strategy only requires the prediction confidences
and variances, thus it can be seamlessly integrated into some existing methods.
We integrate the progressive exploitation strategy into GPC [17] and report the
comparative results in Tab. 7. As seen from this table, the proposed progressive
exploitation strategy can further boost the performance of GPC, demonstrating
the effectiveness of the proposed strategy for exploiting unreliable points.

4.5 Limitation

The proposed LASS3D has demonstrated its effectiveness in segmentation, how-
ever, it still has limitations. For example, LASS3D uses images as the bridge to
connect the text data and point clouds, which is a complex operation and may
bring accumulated errors in point-text matching. A more direct and accurate
method to construct the point-text pairs is in demand.

5 Conclusion

In this paper, we propose a language-assisted semi-supervised 3D semantic seg-
mentation method named LASS3D. In LASS3D, a semantic-aware adaptive fu-
sion module is explored to fuse the 3D features with the embeddings of multi-level
captions generated by language-vision models, which can inject the semantic in-
formation into the 3D features and thus facilitate 3D segmentation. In addition, a
progressive exploitation strategy is explored for unlabeled unreliable data, which
can further boost performance and can be seamlessly embedded into other meth-
ods. Experimental results on outdoor and indoor datasets show that LASS3D
outperforms the comparative methods in most cases.
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