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1 Additional Results

1.1 Qualitative Results

We report additional qualitative results in Figure 1 and Figure 2. As illustrated in
Figure 1, we provide more qualitative comparison results between our proposed
method and VoxFormer on the SemanticKITTI [1] validation set. Compared with
VoxFormer, our method can predict more accurate scene layouts (e.g., crossroads
in the first and second rows) and moving objects (e.g., trucks in the third row).
Moreover, our method hallucinates more complete and proper out-FOV (field of
view) scenes(e.g., shadow areas in the second row). As illustrated in Figure 2, we
also report more visualization results on the OpenOccupancy [11] validation set.
Compared to the ground truth with sparse annotations, our proposed method
can generate more fine-grained realistic predictions (e.g., dense road predictions
in the first and second rows).

1.2 Quantitative Results

As shown in Table 1, We conduct additional quantitative experiments on the
SemanticKITTI validation dataset with other camera-based SSC methods [3,8].
Compared to other baselines, our method achieves significant improvements in
mIoU, demonstrating our method’s effectiveness for semantic scene completion.
Specifically, our method shows obvious superiority in capturing better moving
objects (e.g., cars, bicycles, trucks) and scene layouts (e.g., roads, sidewalks).

2 More Visualization on Cross-frame Pattern Affinity

We provide more visualization results in Figure 3. Compared with the original
cosine similarity, our proposed Cross-frame Pattern Affinity (CPA) effectively
illustrates the contextual correspondence within the temporal content.
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Fig. 1: Qualitative results on the SemanticKITTI validation set.
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Fig. 2: Qualitative results on the OpenOccupancy validation set.

3 Extensive Experiments on BEV Detection

To further demonstrate the potential of our method, we present preliminary ex-
perimental evaluations on the Bird-Eye-View (BEV) detection [6, 7, 9, 10, 13] in
the nuScenes [2] validation dataset. Specifically, we utilize BEVDet [5] as the
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